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We investigate weak solutions of the Cauchy problem for the third order hyperbolic equations with variable exponent of the nonlinearity. The problem is considered in some classes of functions namely in Lebesgue spaces with variable exponents. The sufficient conditions of the existence and uniqueness of the weak solutions to given problem are found.
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## Introduction

Let $n \in \mathbb{N}$ and $T>0$ be fixed numbers, $Q_{T}:=\mathbb{R}^{n} \times(0, T), Q_{t_{1}, t_{2}}:=\mathbb{R}^{n} \times\left(t_{1}, t_{2}\right), 0 \leq t_{1}<$ $t_{2} \leq T, B^{R}:=\left\{x \in \mathbb{R}^{n}| | x \mid<R\right\}, Q_{T}^{R}:=B^{R} \times(0, T), R>1$. In this study, we seek a weak solution $u: Q_{T} \rightarrow \mathbb{R}$ of the Cauchy problem

$$
\begin{gather*}
u_{t t}-\sum_{i, j=1}^{n}\left(a_{i j}(x, t) u_{x_{i}} t\right)_{x_{j}}-\sum_{i, j=1}^{n}\left(b_{i j}(x, t) u_{x_{i}}\right)_{x_{j}}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}}  \tag{1}\\
+c_{1}\left(x, t, u_{t}\right)+c_{2}(x, t) u=f_{0}(x, t)-\sum_{i=1}^{n}\left(f_{i}\right)_{x_{i}}(x, t) \text { in } Q_{T} \\
\left.u\right|_{t=0}=u_{0}  \tag{2}\\
\left.u_{t}\right|_{t=0}=u_{1} \tag{3}
\end{gather*}
$$

where $a_{i j}, b_{i j}, b_{i}, c_{2}, f_{0}, f_{i}$ are some functions, $c_{1}\left(x, t, u_{t}\right)$ is a function on the type $\left|u_{t}\right|^{p(x)-2} u_{t}$, i.e., it is a nonlinear function with the variable exponent of the nonlinearity $p=p(x)$. Problems for the nonlinear PDEs with the variable exponents of the nonlinearity appear in many applications, such as fluid dynamics, nonlinear elasticity, etc. They are investigated in some special classes of the functions namely in the Lebesgue and Sobolev spaces with variable exponents (see [3,16,42,43]).

Let us consider the equation

$$
\begin{equation*}
u_{t t}+A u_{t}+B u+\left|u_{t}\right|^{p(x)-2} u_{t}+|u|^{q(x)-2} u=0, \quad(x, t) \in \Omega \times(0, T), \tag{4}
\end{equation*}
$$

[^1]where $A$ and $B$ are some operators, $p(x), q(x)$ are some functions, $\Omega \subset \mathbb{R}^{n}$. In case $A=0$ and $B=-\triangle$ (here and below $\triangle$ denotes the Laplace operator), type (4) equations are considered in $[14,23,24,38]$. In particular, [23] is devoted to the existence results for the weak solution of the initial-boundary value problem for equation (4) in a bounded cylindrical domain. The existence of the global (in time) solutions $u$ to such problems and the behaviour of $u$ as $t \rightarrow+\infty$ are investigated in [38]. In [24], the authors consider the initial-boundary value problem for equation (4) in the domain unbounded in spatial variables. The existence and uniqueness of the problem's solution is proved without any restrictions on solution behavior and the initial data as $|x| \rightarrow+\infty$. The hyperbolic variational inequalities of the second order that correspond to the equation (4) with $p(x) \equiv 2$ and $q(x)>1$ are studied in [14].

In case $A=B=-\triangle$, type (4) equations are considered in [22,26,37]. In particular, the behaviour as $t \rightarrow+\infty$ of the global solutions to the initial-boundary problems for hyperbolic equations of the third order are obtained in [37]. The corresponding hyperbolic variational inequalities in bounded and unbounded domain with the spatial variables are studied in [22] and [26] respectively if $p(x)>1$ and $q(x) \equiv 2$. The existence and uniqueness theorems are proved. In the case of the unbounded domain $\Omega$, the results are obtained without any restrictions on behavior (as $|x| \rightarrow+\infty$ ) of the solutions and data-in.

In [13] and [17], the authors study the initial-boundary value problems for equation (4) with

$$
A u_{t}=-\operatorname{div}\left(\left|\nabla u_{t}\right|^{r(x)-2} \nabla u_{t}\right), \quad B u=-\triangle u
$$

$q(x) \equiv 2, r(x)>2$, and $p(x)>1$. The existence and uniqueness of the problem's solution are proved for the bounded domain $\Omega$. If

$$
A u_{t}=-\operatorname{div}\left(\left|u_{t}\right|^{s-2} \nabla u_{t}\right) \quad(s>2), \quad B u=-\triangle u
$$

$q(x) \equiv 2$, and $p(x)>2$, then the initial-boundary value problem for equation (4) with the unbounded domain $\Omega$ is investigated in [36]. Conditions of existence of the problem's solution are obtained without any restrictions on the behavior (as $|x| \rightarrow+\infty$ ) of the solutions and data-in.

The various problems for the hyperbolic equations, hyperbolic-parabolic systems, parabolic and elliptic equations with variable exponents of nonlinearity have also studied in [2-8,10-$12,19-21,25,27,31,32,34,35,39]$ etc. The application is given in [40, 41, 43].

Notice that, if some additional conditions are satisfied, then (1) coincides with (4), where $A=B=-\triangle, 1<p(x)<2$, and $q(x) \equiv 2$. We prove the existence and uniqueness of the solutions to problem (1)-(3) in classes of the functions with some behaviour as $|x| \rightarrow+\infty$ if coefficients of the equation (1) satisfy some growing conditions.

The paper is organized as follows. In Section 1, we formulate the considered problem and main results. The auxiliary statements are given in Section 2. Finally, in Section 3 we prove the main statements.

## 1 Notation and statement of main result

Let $\|\cdot\|_{B} \equiv\|\cdot ; B\|$ is a norm of some Banach space $B, B^{*}$ is a dual space, and $\langle\cdot, \cdot\rangle_{B}$ is a scalar product between $B^{*}$ and $B$. The notation $X+Y$ means the sum of the Banach spaces $X$ and $Y$ (see [18, p. 23] for more details).

Suppose that $m \in \mathbb{N}, \mathfrak{p} \in[1, \infty], X$ is a Banach space, $\mathcal{O}=\Omega$ or $\mathcal{O}=Q_{T}, \mathcal{M}(\mathcal{O})$ is a set of all measurable functions $v: \mathcal{O} \rightarrow \mathbb{R}, C^{m}(\mathcal{O}), C_{0}(\mathcal{O})$, and $D(\mathcal{O})$ are the spaces of the smooth functions (see [1, p. 9, 19]), $C_{0}^{m}(\mathcal{O}):=C^{m}(\mathcal{O}) \cap C_{0}(\mathcal{O}), L^{\mathfrak{p}}(\mathcal{O})$ is the Lebesgue space (see [1, p. 22, 24]), $W^{m, \mathfrak{p}}(\mathcal{O})$ and $W_{0}^{m, \mathfrak{p}}(\mathcal{O})$ are the Sobolev spaces (see [1, p. 45]), $H^{m}(\mathcal{O}):=W^{m, 2}(\mathcal{O})$, $H_{0}^{m}(\mathcal{O}):=W_{0}^{m, 2}(\mathcal{O}), C([0, T] ; X)$ and $C^{m}([0, T] ; X)$ are the spaces of the $X$-valued smooth functions defined on $[0, T]$ (see $\left[18\right.$, p. 147]), $L^{\mathfrak{p}}(0, T ; X)$ is the Lebesgue-Bochner space (see [18, p. 155]). Also suppose that $\mathcal{B}_{+}(\mathcal{O}):=\left\{\mathfrak{q} \in L^{\infty}(\mathcal{O}) \mid \quad \underset{y \in \mathcal{O}}{\operatorname{ess} \inf } \mathfrak{q}(y)>0\right\}$. For the sake of convenience, we will write $u(t)$ instead of $u(\cdot, t)$ and $L^{p}(0, T)$ instead of $L^{p}((0, T))$ etc. For every $\mathfrak{q} \in \mathcal{B}_{+}(\mathcal{O})$ by definition, put

$$
\begin{gather*}
\mathfrak{q}_{0}:=\underset{y \in \mathcal{O}}{\operatorname{ess} \inf } \mathfrak{q}(y), \quad \mathfrak{q}^{0}:=\underset{y \in \mathcal{O}}{\operatorname{ess} \sup } \mathfrak{q}(y),  \tag{5}\\
\rho_{\mathfrak{q}}(v ; \mathcal{O}):=\int_{\mathcal{O}}|v(y)|^{\mathfrak{q}(y)} d y, \quad v \in \mathcal{M}(\mathcal{O}),  \tag{6}\\
\mathfrak{q}^{\prime}(y):=\frac{\mathfrak{q}(y)}{\mathfrak{q}(y)-1} \text { for a.e. } y \in \mathcal{O} \tag{7}
\end{gather*}
$$

(note that $\frac{1}{\mathfrak{q}(y)}+\frac{1}{\mathfrak{q}^{\prime}(y)}=1$ for a.e. $y \in \mathcal{O}$ and $\mathfrak{q}^{\prime} \in \mathcal{B}_{+}(\mathcal{O})$, if $\mathfrak{q}_{0}>1$ ).
Assume that $\mathfrak{q} \in \mathcal{B}_{+}(\mathcal{O})$ and $\mathfrak{q}_{0}>1$. The set $L^{\mathfrak{q}(y)}(\mathcal{O}):=\left\{v \in \mathcal{M}(\mathcal{O}) \mid \rho_{\mathfrak{q}}(v ; \mathcal{O})<+\infty\right\}$ with the Luxemburg norm $\left\|v ; L^{\mathfrak{q}(y)}(\mathcal{O})\right\|:=\inf \left\{\lambda>0 \mid \rho_{\mathfrak{q}}(v / \lambda ; \mathcal{O}) \leq 1\right\}$ is called a Lebesgue space with variable exponent. By definition, put $L_{\mathrm{loc}}^{\mathfrak{q}(y)}(\mathcal{O}):=\{u \in \mathcal{M}(\mathcal{O}) \mid \forall$ bounded $\left.G \Subset \mathcal{O}: u \in L^{\mathfrak{q}(y)}(G)\right\}$. In the similar way, we define the spaces $L_{\text {loc }}^{\infty}(\mathcal{O}), H_{\mathrm{loc}}^{1}(\mathcal{O})$, etc. Suppose that the following conditions are satisfied.
(A): $a_{i j} \in L^{\infty}\left(0, T ; L_{\text {loc }}^{\infty}\left(\mathbb{R}^{n}\right)\right), a_{i j}=a_{j i}(i, j=\overline{1, n})$;
$\sum_{i, j=1}^{n} a_{i j}(x, t) \xi_{i} \xi_{j} \geq a_{0}|\xi|^{2}$ for all $\xi \in \mathbb{R}^{n}$ and for a.e. $(x, t) \in Q_{T}$, where $a_{0}>0$;
$\forall R_{1}>1$ ess sup $\left|a_{i j}(x, t)\right| \leq \alpha R_{1}^{\theta}$, where $\theta \in[0,1)$ and $\alpha>0$;

$$
Q_{T}^{R_{1}}
$$

(B): $b_{i j},\left(b_{i j}\right)_{t} \in L^{\infty}\left(0, T ; L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{n}\right)\right), b_{i j}=b_{j i}(i, j=\overline{1, n}) ; b_{i} \in L^{\infty}\left(Q_{T}\right)(i=\overline{1, n})$;
$\sum_{i, j=1}^{n} b_{i j}(x, t) \xi_{i} \xi_{j} \geq b_{0}|\xi|^{2}$ and $\sum_{i, j=1}^{n}\left(b_{i j}\right)_{t}(x, t) \xi_{i} \xi_{j} \leq 0$ for all $\xi \in \mathbb{R}^{n}$ and for a.e. $(x, t) \in Q_{T}$, where $b_{0}>0$;
$\forall R_{2}>1$ ess sup $\left|b_{i j}(x, t)\right| \leq \beta R_{2}^{\theta}$, where $\theta$ is taken from condition (A) and $\beta>0$;

$$
Q_{T}^{R_{2}}
$$

(C): $c_{1}(\cdot, \cdot \xi)$ is a measurable function on $Q_{T}$ for all $\xi \in \mathbb{R} ; c_{1}(x, t, \cdot)$ is a continuous function on $\mathbb{R}$ for a.e. $(x, t) \in Q_{T} ; c_{2}, c_{2, t} \in L^{\infty}\left(0, T ; L_{\text {loc }}^{\infty}\left(\mathbb{R}^{n}\right)\right)$; $\left(c_{1}(x, t, \xi)-c_{1}(x, t, \eta)\right)(\xi-\eta) \geq 0, c_{1}(x, t, \xi) \xi \geq c_{1,0}|\xi|^{p(x)},\left|c_{1}(x, t, \xi)\right| \leq c_{1}^{0}|\xi|^{p(x)-1}$ for all $\xi, \eta \in \mathbb{R}$ and for a.e. $(x, t) \in Q_{T}$, where $c_{1,0} \in \mathbb{R}, c_{1}^{0}>0, p \in \mathcal{B}_{+}(\Omega)$, and $1<p_{0} \leq p^{0}<2$;
$0<c_{2,0} \leq c_{2}(x, t) \leq c_{2}^{0},\left(c_{2, t}\right)_{0} \leq c_{2, t}(x, t) \leq\left(c_{2, t}\right)^{0} \leq 0$ for all $R_{3}>1$ and for a.e. $(x, t) \in Q_{T}^{R_{3}}$, where constants $c_{2,0}, c_{2}^{0},\left(c_{2, t}\right)_{0}$, and $\left(c_{2, t}\right)^{0}$ depend on $R_{3}$;
(F): $f_{0}, f_{1}, \ldots, f_{n} \in L^{2}\left(0, T ; L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)\right)$;
(U): $u_{0} \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right), u_{1} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$.

Definition 1. A real-valued function $u$ is called a weak solution to problem (1)-(3) if $u \in L^{\infty}\left(0, T ; H_{l o c}^{1}\left(\mathbb{R}^{n}\right)\right) \cap C\left([0, T] ; L_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)\right), u_{t} \in L^{2}\left(0, T ; H_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)\right) \cap L_{\text {loc }}^{p(x)}\left(\bar{Q}_{T}\right)$, u satisfies condition (2), and for all functions $v \in L^{2}\left(0, T ; H_{l o c}^{1}\left(\mathbb{R}^{n}\right)\right) \cap L_{\text {loc }}^{p(x)}\left(\bar{Q}_{T}\right)$ such that $v_{t} \in L_{\text {loc }}^{2}\left(\bar{Q}_{T}\right)$, for any $\tau \in(0, T]$, for arbitrary $\varphi \in C_{0}^{1}\left(\mathbb{R}^{n}\right)$, the following equality is true:

$$
\begin{align*}
\int_{\mathbb{R}^{n}} u_{t}(x, \tau) v(x, \tau) \varphi(x) d x+\int_{Q_{\tau}}\left[-u_{t} v_{t} \varphi+\sum_{i, j=1}^{n} a_{i j}(x, t) u_{x_{i} t}(v \varphi)_{x_{j}}\right. \\
\left.+\sum_{i, j=1}^{n} b_{i j}(x, t) u_{x_{i}}(v \varphi)_{x_{j}}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}} v \varphi+c_{1}\left(x, t, u_{t}\right) v \varphi+c_{2}(x, t) u v \varphi\right] d x d t  \tag{8}\\
=\int_{\mathbb{R}^{n}} u_{1}(x) v(x, 0) \varphi(x) d x+\int_{Q_{\tau}}\left[f_{0}(x, t) v \varphi+\sum_{i=1}^{n} f_{i}(x, t)(v \varphi)_{x_{i}}\right] d x d t .
\end{align*}
$$

The main results of our paper are next theorems.
Theorem 1 (the uniqueness). Suppose that conditions (A)-(U) hold. Then problem (1)-(3) has at most one solution in the class of functions $u$, which for any $R \geq 1$ satisfy the condition

$$
\begin{equation*}
\int_{Q_{T}^{R}}\left|u_{t}(x, t)\right|^{2} d x d t \leq a \exp \left(b R^{2(1-\theta)}\right) \tag{9}
\end{equation*}
$$

where $a$ and $b$ are nonnegative constants and $\theta$ is taken from conditions ( $\mathbf{A}$ ) and ( $\boldsymbol{B}$ ).
Theorem 2 (the existence). If conditions (A)-(U) hold and for all $R>1$ :

$$
\begin{equation*}
\int_{B^{R}}\left[\left|u_{1}(x)\right|^{2}+R^{\theta} \sum_{i=1}^{n}\left|u_{0, x_{i}}(x)\right|^{2}\right] d x+\int_{Q_{T}^{R}} \sum_{i=0}^{n}\left|f_{i}(x, t)\right|^{2} d x d t \leq a \exp \left(b R^{2(1-\theta)}\right), \tag{10}
\end{equation*}
$$

where $a$ and $b$ are nonnegative constants, then problem (1)-(3) has a weak solution.

## 2 AUXILIARY FACTS

Let us consider the function $\zeta \in C^{2}(\mathbb{R})$ such that $\zeta(\xi)=\left\{\begin{array}{ll}1, & \xi \leq 0, \\ 0, & \xi \geq 1,\end{array}\right.$ and $0 \leq \zeta(\xi) \leq 1$ for $\xi \in \mathbb{R}$. By definition, we put

$$
\begin{equation*}
h_{R, \varkappa}(x)=\zeta\left(\frac{|x|-R}{\varkappa}\right), \quad \varphi(x)=\left|h_{R, \varkappa}(x)\right|^{\gamma} \tag{11}
\end{equation*}
$$

where $R>1, \varkappa>0$, and $\gamma>2$.
The following lemmas are needed for the sequel.
Lemma 1. Take an arbitrary $j \in\{1,2, \ldots, n\}$. Then the following statements are true:

1) $0 \leq h_{R, \varkappa} \leq 1$ and there exists a constant $\widehat{h}>0$ such that $\left|\frac{\partial h_{R, \varkappa}(x)}{\partial x_{j}}\right| \leq \frac{\widehat{h}}{\varkappa}$;
2) foll all $x \in \mathbb{R}^{n}$ we obtain

$$
\varphi(x)=1 \text { if }|x| \leq R \quad \text { and } \quad \varphi(x)=0 \text { if }|x| \geq R+\varkappa ;
$$

3) if $|x|<R+\varkappa$, then $\left|\varphi_{x_{j}}(x)\right| \leq \frac{\gamma \widehat{h}}{\varkappa}\left|h_{R, \varkappa}(x)\right|^{\gamma-1}$;
4) if $|x|<R+\varkappa$, then the following inequality is true:

$$
\begin{equation*}
\frac{\left|\varphi_{x_{j}}(x)\right|^{2}}{\varphi(x)} \leq\left(\frac{\gamma \widehat{h}}{\varkappa}\right)^{2}\left|h_{R, \varkappa}(x)\right|^{\gamma-2} \tag{12}
\end{equation*}
$$

Proof. The first estimate from 1) and equality from 2) are obvious. The second estimate from 1) inferred from the equality $\left|\frac{\partial h_{R_{, \varkappa}(x)}}{\partial x_{j}}\right|=\left|\zeta^{\prime} \frac{1}{\varkappa} \frac{x_{j}}{x \mid}\right|$. To prove the statement from 3) we need to use the equality $\varphi_{x_{j}}(x)=\gamma\left|h_{R, \varkappa}(x)\right|^{\gamma-1} \frac{\partial h_{R, \varkappa}(x)}{\partial x_{j}}$.

It is clear that from result of 3 ), we get the estimate

$$
\frac{\left|\varphi_{x_{j}}(x)\right|^{2}}{\varphi(x)} \leq\left(\frac{\gamma \widehat{h}}{\varkappa}\right)^{2} \frac{\left|h_{R, \varkappa}(x)\right|^{2(\gamma-1)}}{\left|h_{R, \varkappa}(x)\right|^{\gamma}} \leq\left(\frac{\gamma \widehat{h}}{\varkappa}\right)^{2}\left|h_{R, \varkappa}(x)\right|^{\gamma-2}
$$

and (12) holds. Thus, Lemma 1 is proved.
Lemma 2. Suppose that $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with the piecewise smooth boundary, $r \in L^{\infty}(\Omega), r>1$. Then for all functions $w \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right) \cap L^{r(x)}\left(Q_{T}\right) \cap L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ such that $w_{t} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right)+L^{r^{\prime}(x)}\left(Q_{T}\right)$ and for any $s, \tau \in[0, T]$ such that $s<\tau$, the following formula of integration by parts is correct:

$$
\begin{equation*}
\int_{Q_{s, \tau}} w_{t}(x, t) w(x, t) d x d t=\frac{1}{2} \int_{\Omega_{\tau}}|w(x, \tau)|^{2} d x-\frac{1}{2} \int_{\Omega_{s}}|w(x, s)|^{2} d x \tag{13}
\end{equation*}
$$

Proof. In [13], formula (13) is proved for a.e. $s, \tau \in[0, T]$ such that $s<\tau$. From conditions of Lemma 2, we get $w \in C\left([0, T] ; H^{-1}(\Omega)+L^{r^{\prime}(x)}(\Omega)\right)$. Then, from [29], it follows that $w \in C_{w}\left([0, T] ; L^{2}(\Omega)\right)$. For any $s, \tau \in[0, T]$, let us extends the function $w$ in regard of its continuity outside the interval [ $s, \tau]$ by constants and then, similarly as in [9] (see also Lemma 4.5 [ 3, p. 119]), we obtain (13). Lemma 2 is proved.

Remark 1. In view of (13), for every $\varphi \in C^{\infty}(\Omega)$ and $\psi \in C^{\infty}([0, T])$, we get

$$
\begin{align*}
& \int_{Q_{s, \tau}} w_{t}(x, t) w(x, t) \varphi(x) \psi(t) d x d t=\frac{1}{2} \int_{\Omega}|w(x, \tau)|^{2} \varphi(x) \psi(\tau) d x  \tag{14}\\
& \quad-\frac{1}{2} \int_{\Omega}|w(x, s)|^{2} \varphi(x) \psi(s) d x-\frac{1}{2} \int_{Q_{s, \tau}}|w(x, t)|^{2} \varphi(x) \psi_{t}(t) d x d t .
\end{align*}
$$

Proposition 1 ([33], part IV, $\S 2$, Theorems 7-8). If $n, k \in \mathbb{N}, G$ is a bounded domain in $\mathbb{R}^{n}$, $\partial G \subset C^{k}$, and $k \geq\left[\frac{n}{2}\right]+2$, then there exist a sequence $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}}$ of the positive numbers and a sequence $\left\{w^{j}\right\}_{j \in \mathbb{N}} \subset H^{k}(G) \cap C^{1}(\bar{G})$ of the linearly independent functions whose finite linear combinations are dense in the space $H^{2}(G) \cap H_{0}^{1}(G)$, and we have

$$
-\Delta w^{j}=\lambda_{j} w^{j} \quad \text { in } \quad G \quad \text { and }\left.\quad w^{j}\right|_{\partial \Omega}=0 \quad \text { for every } \quad j \in \mathbb{N} .
$$

Proposition 2 ([12], Lemma 1). If $\mathfrak{q} \in \mathcal{B}_{+}(\mathcal{O})$ and $\mathfrak{q}_{0}>1$ (see (5)), then for every $a, b \in \mathbb{R}$, for every $\eta>0$, and for a.e. $y \in \mathcal{O}$ the generalized Young inequality

$$
\begin{equation*}
a b \leq \eta|a|^{\mathfrak{q}(y)}+\Upsilon_{\mathfrak{q}}(\eta)|b|^{\mathbf{q}^{\prime}(y)} \tag{15}
\end{equation*}
$$

holds. Here, $Y_{\mathfrak{q}}(\eta)=\left(\mathfrak{q}^{0}-1\right) \mathfrak{q}_{0}^{-\mathfrak{q}_{0} /\left(\mathfrak{q}_{0}-1\right)} \eta^{-1 /\left(\mathfrak{q}_{0}-1\right)}, \mathfrak{q}^{0}$ is taken from (5), $\mathfrak{q}^{\prime}$ is taken from (7) and if $\mathfrak{q} \equiv 2$, then $Y_{2}(\eta)=1 /(4 \eta)$.

For every $\mathfrak{q} \in \mathcal{B}_{+}(\mathcal{O})$, by definition, put $S_{\mathfrak{q}}(s):=\max \left\{s^{\mathfrak{q}_{0}}, s^{\mathfrak{q}^{0}}\right\}, s \geq 0$.
Proposition 3 ([10], p. 168, Lemma 1). Suppose that $\mathfrak{q} \in \mathcal{B}_{+}(\mathcal{O}), \mathfrak{q}_{0}>1, S_{\mathfrak{q}}$ is defined above, and $\rho_{\mathrm{q}}$ is defined by (6). Then for every $v \in \mathcal{M}(\mathcal{O})$ the following statements are fulfilled:
i) $\left\|v ; L^{\mathfrak{q}(y)}(\mathcal{O})\right\| \leq S_{1 / \mathfrak{q}}\left(\rho_{\mathfrak{q}}(v ; \mathcal{O})\right)$ if $\rho_{\mathfrak{q}}(v ; \mathcal{O})<+\infty$;
ii) $\rho_{\mathfrak{q}}(v ; \mathcal{O}) \leq S_{\mathfrak{q}}\left(\left\|v ; L^{\mathfrak{q}(y)}(\mathcal{O})\right\|\right)$ if $\left\|v ; L^{\mathfrak{q}(y)}(\mathcal{O})\right\|<+\infty$.

Now we will prove the existence of the weak solution to problem (1)-(3). For this purpose, let us fix $R>1$ and consider the auxiliary problem in the bounded domain $Q_{T}^{R}=B^{R} \times(0, T)$ :

$$
\begin{align*}
& u_{t t}-\sum_{i, j=1}^{n}\left(a_{i j}(x, t) u_{x_{i} t}\right)_{x_{j}}-\sum_{i, j=1}^{n}\left(b_{i j}(x, t) u_{x_{i}}\right)_{x_{j}}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}} \\
&+c_{1}\left(x, t, u_{t}\right)+c_{2}(x, t) u=f_{0}^{R}(x, t)-\sum_{i=1}^{n} f_{i, x_{i}}^{R}(x, t), \quad(x, t) \in Q_{T}^{R},  \tag{16}\\
& u(x, 0)=u_{0}^{R}(x), \quad u_{t}(x, 0)=u_{1}^{R}(x), \quad x \in B^{R},  \tag{17}\\
&\left.u\right|_{\partial B^{R} \times[0, T]}=0 . \tag{18}
\end{align*}
$$

Here $f_{i}^{R}(x, t)=f_{i}(x, t) \chi^{R}(x)(i=\overline{0, n}) ; u_{0}^{R}(x)=u_{0}(x) \chi^{R}(x), u_{1}^{R}(x)=u_{1}(x) \chi^{R}(x),(x, t) \in Q_{T}$, where $\chi^{R} \in C^{1}\left(\mathbb{R}^{n}\right), \chi^{R}(x)=\left\{\begin{array}{ll}1, & |x| \leq R-1, \\ 0, & |x| \geq R,\end{array} \quad 0 \leq \chi^{R}(x) \leq 1, x \in \mathbb{R}^{n}\right.$.

Definition 2. A real-valued function $u$ is called a weak solution to problem (16)-(18) if

$$
\begin{aligned}
u & \in L^{\infty}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right) \cap C\left([0, T] ; L^{2}\left(B^{R}\right)\right), \\
u_{t} & \in L^{2}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right) \cap L^{p(x)}\left(Q_{T}^{R}\right) \cap C\left([0, T] ; H^{-1}\left(B^{R}\right)+L^{p^{\prime}(x)}\left(B^{R}\right)\right),
\end{aligned}
$$

$u$ satisfies the condition $u^{R}(0)=u_{0}^{R}$ and the equality

$$
\begin{aligned}
& \int_{B^{R}} u_{t}^{R}(x, \tau) v(x, \tau) d x+\int_{Q_{\tau}^{R}}\left[-u_{t}^{R} v_{t}+\sum_{i, j=1}^{n} a_{i j}(x, t) u_{x_{i}}^{R} v_{x_{j}}+\sum_{i, j=1}^{n} b_{i j}(x, t) u_{x_{i}}^{R} v_{x_{j}}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}}^{R} v\right. \\
& \left.\quad+c_{1}\left(x, t, u_{t}^{R}\right) v+c_{2}(x, t) u^{R} v\right] d x d t=\int_{B^{R}} u_{1}^{R}(x) v(x, 0) d x+\int_{Q_{\tau}^{R}}\left[f_{0}^{R}(x, t) v+\sum_{i=1}^{n} f_{i}^{R}(x, t) v_{x_{i}}\right] d x d t
\end{aligned}
$$

holds for every $\tau \in(0, T]$ and $v \in L^{2}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right) \cap L^{p(x)}\left(Q_{T}^{R}\right)$ such that $v_{t} \in L^{2}\left(Q_{T}^{R}\right)$.
Theorem 3. Suppose that conditions (A)-(U) are satisfied. Then problem (16)-(18) has a weak solution.

Proof. We use the Faedo-Galerkin method. Let $\left\{w^{j}\right\}_{j \in \mathbb{N}}$ is taken from Proposition 1 with $G=B^{R}$. Without loss of generality we can assume that this sequence is orthonormal in $L^{2}\left(B^{R}\right)$. Then we will find the solution to problem (16)-(18) as a limit of the sequence of the functions $\left\{u^{N}\right\}_{N \in \mathbb{N}}$, where $u^{N}(x, t)=\sum_{l=1}^{N} C_{l}^{N}(t) w^{l}(x),(x, t) \in Q_{T}^{R}$. The functions $\left(C_{1}^{N}, \ldots, C_{N}^{N}\right)$ are defined from the Cauchy problem

$$
\begin{gather*}
\int_{B^{R}}\left[u_{t t}^{N} w^{k}+\sum_{i, j=1}^{n} a_{i j}(x, t) u_{x_{i} t}^{N} w_{x_{j}}^{k}+\sum_{i, j=1}^{n} b_{i j}(x, t) u_{x_{i}}^{N} w_{x_{j}}^{k}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}}^{N} w^{k}\right. \\
\left.+c_{1}\left(x, t, u_{t}^{N}\right) w^{k}+c_{2}(x, t) u^{N} w^{k}\right] d x=\int_{B^{R}}\left[f_{0}^{R}(x, t) w^{k}+\sum_{i=1}^{n} f_{i}^{R}(x, t) w_{x_{i}}^{k}\right] d x,  \tag{19}\\
C_{k}^{N}(0)=u_{0, k}^{N, R}, \quad C_{k, t}^{N}(0)=u_{1, k}^{N, R}, \quad k=\overline{1, N} . \tag{20}
\end{gather*}
$$

Here $\left\|u_{1}^{N, R}-u_{1}^{R}\right\|_{L^{2}\left(B^{R}\right)} \underset{N \rightarrow \infty}{\longrightarrow} 0$ and $\left\|u_{0}^{N, R}-u_{0}^{R}\right\|_{H_{0}^{1}\left(B^{R}\right)} \xrightarrow[N \rightarrow \infty]{ } 0$, where

$$
u_{0}^{N, R}(x) \equiv \sum_{k=1}^{N} u_{0, k}^{N, R} w^{k}(x), \quad u_{1}^{N, R}(x) \equiv \sum_{k=1}^{N} u_{1, k}^{N, R} w^{k}(x), \quad x \in B^{R} .
$$

It is clear that $u^{N, R}(0)=u_{0}^{N, R}, \quad u_{t}^{N, R}(0)=u_{1}^{N, R}$.
According to the assumptions of Theorem 3 and by the Caratheodory Theorem (see. [15, p. 54]), we infer that there exists a solution to problem (19)-(20) which is determined in some interval $\left[0, t_{N}\right]$. From the estimates obtained below it follows that $t_{N}=T$.

Multiplying (19) by the functions $C_{k, t}^{N}$ respectively, summing by $k$ from 1 to $N$, and integrating along the interval $(0, \tau) \subset(0, T)$, we obtain

$$
\begin{align*}
& \int_{Q_{\tau}^{R}}\left[u_{t t}^{N} u_{t}^{N}+\sum_{i, j=1}^{n} a_{i j}(x, t) u_{x_{i} t}^{N} u_{x_{j} t}^{N}+\sum_{i, j=1}^{n} b_{i j}(x, t) u_{x_{i}}^{N} u_{t x_{j}}^{N}+\sum_{i=1}^{n} b_{i}(x, t) u_{x_{i}}^{N} u_{t}^{N}\right. \\
& \left.\quad+c_{1}\left(x, t, u_{t}^{N}\right) u_{t}^{N}+c_{2}(x, t) u^{N} u_{t}^{N}\right] d x d t=\int_{Q_{\tau}^{R}}\left[f_{0}^{R}(x, t) u_{t}^{N}+\sum_{i=1}^{n} f_{i}^{R}(x, t) u_{x_{i} t}^{N}\right] d x d t . \tag{21}
\end{align*}
$$

Taking into account the conditions of Theorem 3, from equality (21) and Proposition 2 we get

$$
\begin{align*}
& \int_{B^{R}}\left[\left|u_{t}^{N}(\tau)\right|^{2}+b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}^{N}(\tau)\right|^{2}+c_{2,0}\left|u^{N}(\tau)\right|^{2}\right] d x \\
& \quad+\int_{Q_{\tau}^{R}}\left[\left(2 a_{0}-2 \delta_{0}\right) \sum_{i=1}^{n}\left|u_{x_{i}}^{N}\right|^{2}+2 c_{1,0}\left|u_{t}^{N}\right|^{p(x)}\right] d x d t \leq \int_{Q_{\tau}^{R}}\left[2\left|u_{t}^{N}\right|^{2}+\widetilde{B} \sum_{i=1}^{n}\left|u_{x_{i}}^{N}\right|^{2}\right] d x d t  \tag{22}\\
& \quad+\int_{B^{R}}\left[\left|u_{1}^{N, R}\right|^{2}+b^{0} \sum_{i=1}^{n}\left|u_{0, x_{i}}^{N, R}\right|^{2}+c_{2}^{0}\left|u_{0}^{N, R}\right|^{2}\right] d x+\int_{Q_{\tau}^{R}}\left[\left|f_{0}^{R}\right|^{2}+2 Y_{2}\left(\delta_{0}\right) \sum_{i=1}^{n}\left|f_{i}^{R}\right|^{2}\right] d x d t,
\end{align*}
$$

$\delta_{0}>0$, where $\widetilde{B}=\underset{(x, t) \in Q_{T}}{\operatorname{ess} \sup } \sum_{i=1}^{n} b_{i}^{2}(x, t)$. Choosing in (22) $\delta_{0}=a_{0} / 2$ and using the Gronwall lemma, we obtain

$$
\begin{equation*}
\int_{B^{R}}\left[\left|u_{t}^{N}(\tau)\right|^{2}+\sum_{i=1}^{n}\left|u_{x_{i}}^{N}(\tau)\right|^{2}+\left|u^{N}(\tau)\right|^{2}\right] d x+\int_{Q_{\tau}^{R}}\left[\sum_{i=1}^{n}\left|u_{x_{i} t}^{N}\right|^{2}+\left|u_{t}^{N}\right|^{p(x)}\right] d x d t \leq C_{1} \tag{23}
\end{equation*}
$$

where the constant $C_{1}>0$ is independent of $N$ (but depends on $R$ ).
Using Lemma 3.9 [11, p. 865-866], similarly as in [30, p. 89], we conclude that

$$
\begin{equation*}
\left\|u_{t t}^{N}\right\|_{L^{2}\left(0, T ; H^{-1}\left(B^{R}\right)\right)+L^{p^{\prime}(x)}\left(Q_{T}^{R}\right)} \leq C_{2} \tag{24}
\end{equation*}
$$

where the constant $C_{2}>0$ is independent of $N$. From (23) and Proposition 3, we have

$$
\begin{equation*}
\int_{Q_{\tau}^{R}}\left|c_{1}\left(x, t, u_{t}^{N}\right)\right|^{p^{\prime}(x)} d x d t \leq c_{1}^{0} S_{p}\left(\left\|u_{t}^{N} ; L^{p(x)}\left(Q_{\tau}^{R}\right)\right\|\right) \leq c_{1}^{0} S_{p}\left(C_{3}\left\|u_{t}^{N} ; L^{2}\left(Q_{\tau}^{R}\right)\right\|\right) \leq C_{4} \tag{25}
\end{equation*}
$$

where the constant $C_{4}>0$ is independent of $N$.
On the basis of (22)-(25) there exists a subsequence of $\left\{u^{N}\right\}_{N \in \mathbb{N}}$ (we call it $\left\{u^{N}\right\}_{N \in \mathbb{N}}$ again) such that

$$
\begin{aligned}
& u^{N} \underset{N \rightarrow \infty}{\longrightarrow} u^{R} \quad * \text {-weakly in } L^{\infty}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right), \\
& u_{t}^{N} \underset{N \rightarrow \infty}{\longrightarrow} u_{t}^{R} \quad * \text {-weakly in } L^{\infty}\left(0, T ; L^{2}\left(B^{R}\right)\right), \\
& u_{t}^{N} \underset{N \rightarrow \infty}{\longrightarrow} u_{t}^{R} \text { weakly in } L^{2}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right) \text { and } L^{p(x)}\left(Q_{T}^{R}\right), \\
& u_{t t}^{N} \underset{N \rightarrow \infty}{\longrightarrow} u_{t t}^{R} \text { weakly in } L^{2}\left(0, T ; H^{-1}\left(B^{R}\right)\right)+L^{p^{\prime}(x)}\left(Q_{T}^{R}\right), \\
& c_{1}\left(\cdot, \cdot, u_{t}^{N}\right) \underset{N \rightarrow \infty}{\longrightarrow} \chi^{R} \quad \text { weakly in } \quad L^{p^{\prime}(x)}\left(Q_{T}^{R}\right) .
\end{aligned}
$$

Then by Theorem 5.1 [28, p. 70] we obtain $u_{t}^{N} \underset{N \rightarrow \infty}{\longrightarrow} u_{t}^{R}$ strongly in $L^{2}\left(Q_{T}^{R}\right)$ and a.e. in $Q_{T}^{R}$. Thus, $\chi^{R}=c_{1}\left(x, t, u_{t}^{R}\right)$.

Using Lemma 1.2 [28, p. 20], we prove that

$$
u \in C\left([0, T] ; L^{2}\left(B^{R}\right)\right), \quad u_{t} \in C\left([0, T] ; H^{-1}\left(B^{R}\right)+L^{p^{\prime}(x)}\left(B^{R}\right)\right) .
$$

Similarly as in [12], we prove that $u^{R}(0)=u_{0}^{R}, u_{t}^{R}(0)=u_{1}^{R}$, and the function $u^{R}$ is a weak solution to problem (16)-(18).

## 3 Proof of main theorems

Now we will prove Theorem 1.
Proof. Let $u^{1}$ and $u^{2}$ be weak solutions to problem (1)-(3), $u \equiv u^{1}-u^{2}$. Taking into account (14), we obtain

$$
-\int_{Q_{\tau}} u_{t} v_{t} \varphi d x d t=\int_{Q_{\tau}} \frac{\mu}{2}\left|u_{t}\right|^{2} \varphi e^{-\mu t} d x d t-\frac{1}{2} \int_{\mathbb{R}^{n}}\left|u_{t}(\tau)\right|^{2} \varphi e^{-\mu \tau} d x
$$

where $v=u_{t} e^{-\mu t}$ and $\mu>0$. Then, from the equality of type (8), we get

$$
\begin{gather*}
\frac{1}{2} \int_{\mathbb{R}^{n}}\left|u_{t}(\tau)\right|^{2} \varphi e^{-\mu \tau} d x+\int_{Q_{\tau}}\left[\frac{\mu}{2}\left|u_{t}\right|^{2} \varphi e^{-\mu t}+\sum_{i, j=1}^{n} a_{i j} u_{x_{i} t}\left(u_{t} \varphi\right)_{x_{j}} e^{-\mu t}+\sum_{i, j=1}^{n} b_{i j} u_{x_{i}}\left(u_{t} \varphi\right)_{x_{j}} e^{-\mu t}\right.  \tag{26}\\
\left.\quad+\sum_{i=1}^{n} b_{i} u_{x_{i}} u_{t} \varphi e^{-\mu t}+\left(c_{1}\left(x, t, u_{t}^{1}\right)-c_{1}\left(x, t, u_{t}^{2}\right)\right) u_{t} \varphi e^{-\mu t}+c_{2} u u_{t} \varphi e^{-\mu t}\right] d x d t=0 .
\end{gather*}
$$

Now let us make some transformations and let us obtain the required estimates. Then, taking into account conditions of Theorem 1, using (15) and Lemma 1, we get

$$
\begin{gathered}
\int_{Q_{\tau}} \sum_{i, j=1}^{n} a_{i j} u_{x_{i} t} u_{x_{j} t} \varphi e^{-\mu t} d x d t \geq a_{0} \int_{Q_{\tau}} \sum_{i=1}^{n}\left|u_{x_{i} t}\right|^{2} \varphi e^{-\mu t} d x d t ; \\
\int_{Q_{\tau}} \sum_{i, j=1}^{n} a_{i j} u_{x_{i} t} u_{t} \varphi_{x_{j}} e^{-\mu t} d x d t \leq \delta_{1} \int_{Q_{\tau}} \sum_{i, j=1}^{n}\left|u_{x_{i} t}\right|^{2} \varphi e^{-\mu t} d x d t+Y_{2}\left(\delta_{1}\right) \int_{Q_{\tau}} \sum_{i, j=1}^{n} a_{i j}^{2}\left|u_{t}\right|^{2} \frac{\left|\varphi_{x_{j}}\right|^{2}}{\varphi} e^{-\mu t} d x d t \\
\leq n \delta_{1} \int_{Q_{\tau}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2} \varphi e^{-\mu t} d x d t+n^{2}(R+\varkappa)^{2 \theta}\left(\frac{\gamma \widehat{h} \alpha}{\varkappa}\right)^{2} \frac{1}{4 \delta_{1}} \int_{Q_{\tau}}\left|u_{t}\right|^{2}\left(h_{R, \varkappa}\right)^{\gamma-2} e^{-\mu t} d x d t, \quad \delta_{1}>0 ; \\
\int_{Q_{\tau}} \sum_{i, j=1}^{n} b_{i j} u_{x_{i}} u_{t} \varphi_{x_{j}} e^{-\mu t} d x d t \leq n \delta_{2} \int_{Q_{\tau}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2} \varphi e^{-\mu t} d x d t \\
\quad+\left(\frac{\gamma \widehat{h} \beta}{\varkappa}\right)^{2} \frac{n^{2}(R+\varkappa)^{2 \theta}}{4 \delta_{2}} \int_{Q_{\tau}}\left|u_{t}\right|^{2}\left(h_{R, \varkappa}\right)^{\gamma-2} e^{-\mu t} d x d t, \quad \delta_{2}>0 ; \\
\int_{Q_{\tau}} \sum_{i, j=1}^{n} b_{i j} u_{x_{i}} u_{x_{j} t} \varphi e^{-\mu t} d x d t \geq \frac{b_{0}}{2} \int_{\mathbb{R}^{n}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2} \varphi e^{-\mu \tau} d x+\frac{\mu b_{0}}{2} \int_{Q_{\tau}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2} \varphi e^{-\mu t} d x d t ; \\
\int_{Q_{\tau}}^{n} \sum_{i=1}^{n} b_{i} u_{x_{i}} u_{t} \varphi e^{-\mu t} d x d t \leq \widetilde{B} \delta_{3} \int_{Q_{\tau}}^{n} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2} \varphi e^{-\mu t} d x d t+\frac{1}{4 \delta_{3}} \int_{Q_{\tau}}\left|u_{t}\right|^{2} \varphi e^{-\mu t} d x d t, \quad \delta_{3}>0, \\
\int_{Q_{\tau}} c_{2} u u_{t} \varphi e^{-\mu t} d x d t \geq \frac{c_{2,0}}{2} \int_{\mathbb{R}^{n}}|u|^{2} \varphi e^{-\mu \tau} d x+\left(\frac{\mu}{2}-\frac{\left(c_{2, t}\right)^{0}}{2}\right) \int_{Q_{\tau}}|u|^{2} \varphi e^{-\mu t} d x d t .
\end{gathered}
$$

Moreover, $\left(c_{1}\left(x, t, u_{t}^{1}\right)-c_{1}\left(x, t, u_{t}^{2}\right)\right) u_{t} \geq 0$. Thus, from equality (26) we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left[\left|u_{t}\right|^{2}+b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2}+c_{2,0}|u|^{2}\right] \varphi e^{-\mu \tau} d x+\int_{Q_{\tau}}\left[\left(\mu-\frac{1}{2 \delta_{3}}\right)\left|u_{t}\right|^{2}+\left(2 a_{0}-2 n \delta_{1}\right) \sum_{i=1}^{n}\left|u_{x_{i} t}\right|^{2}\right. \\
& \left.\quad+\left(\mu b_{0}-2 n \delta_{2}-2 \widetilde{B} \delta_{3}\right) \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2}+\left(\mu-\left(c_{2, t}\right)^{0}\right)|u|^{2}\right] \varphi e^{-\mu t} d x d t  \tag{27}\\
& \quad \leq \int_{Q_{\tau}}\left[\left(\frac{\gamma \widehat{h} \alpha}{\varkappa}\right)^{2} \frac{n^{2}(R+\varkappa)^{2 \theta}}{2 \delta_{1}}+\left(\frac{\gamma \widehat{h} \beta}{\varkappa}\right)^{2} \frac{n^{2}(R+\varkappa)^{2 \theta}}{2 \delta_{2}}\right]\left|u_{t}\right|^{2}\left(h_{R, \varkappa}\right)^{\gamma-2} e^{-\mu t} d x d t .
\end{align*}
$$

Let us set $\mu=\mu_{0}+\mu_{1}$. Choosing $\delta_{1}, \delta_{2}, \delta_{3}>0$ sufficiently small and $\mu_{1}>0$ sufficiently large, from (27), it follows that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left[\left|u_{t}\right|^{2}+b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2}+c_{2,0}|u|^{2}\right] \varphi e^{-\mu \tau} d x+e^{-\mu_{1} T} \int_{Q_{\tau}}\left[\mu_{0}\left|u_{t}\right|^{2}+a_{0} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2}\right. \\
& \left.\quad+\mu_{0} b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{2}+\mu_{0}|u|^{2}\right] \varphi e^{-\mu_{0} t} d x d t \leq \frac{C_{0}(R+\varkappa)^{2 \theta}}{\varkappa^{2}} \int_{Q_{\tau}}\left|u_{t}\right|^{2}\left(h_{R, \varkappa}\right)^{\gamma-2} e^{-\mu_{0} t} d x d t, \tag{28}
\end{align*}
$$

where $C_{0}=\frac{n^{2}(\gamma \widehat{\gamma} \alpha)^{2}}{2 \delta_{1}}+\frac{n^{2}(\gamma \widehat{h} \beta)^{2}}{2 \delta_{2}}$. Denote $C_{0} e^{\mu_{1} T} \equiv \widetilde{C}$. Then taking into account (28) and Lemma 1 ( $\varphi=1$ if $|x| \leq R,\left|h_{R, \varkappa}\right| \leq 1$ if $x \in \mathbb{R}^{n}, h_{R, \varkappa}=0$ if $|x| \geq R+\varkappa$ ), we obtain

$$
\begin{equation*}
\int_{Q_{\tau}^{R}}\left|u_{t}\right|^{2} e^{-\mu_{0} t} d x d t \leq \frac{\widetilde{C}(R+\varkappa)^{2 \theta}}{\mu_{0} \varkappa^{2}} \int_{Q_{\tau}^{R+\varkappa}}\left|u_{t}\right|^{2} e^{-\mu_{0} t} d x d t . \tag{29}
\end{equation*}
$$

Let us divide the interval $[R, R+\varkappa]$ on $k$ parts

$$
\left[R ; R+\frac{\varkappa}{k}\right],\left[R+\frac{\varkappa}{k} ; R+\frac{2 \varkappa}{k}\right], \ldots,\left[R+\frac{(k-1) \varkappa}{k} ; R+\frac{k \varkappa}{k}\right] .
$$

Put $\varkappa=\frac{R}{k}$ and estimate the expression

$$
\frac{\widetilde{C}\left(R+\frac{R}{k}\right)^{2 \theta}}{\mu_{0}\left(\frac{R}{k}\right)^{2}}=\frac{\widetilde{C}(R k+R)^{2 \theta} k^{2}}{\mu_{0} k^{2 \theta} R^{2}} \leq \frac{\widetilde{C}(2 k)^{2 \theta} k^{2(1-\theta)}}{\mu_{0} R^{2(1-\theta)}} \leq \frac{\widetilde{C} 2^{2 \theta} k^{2}}{\mu_{0} R^{2(1-\theta)}} .
$$

Denote $\rho_{\theta}\left(R, \mu_{0}, k\right)=\frac{\widetilde{C} 2^{2 \theta} k^{2}}{\mu_{0} R^{2(1-\theta)}}$. Let us choose $R, \mu_{0}$ and $k$ in such way that the next inequality holds:

$$
\begin{equation*}
\rho_{\theta}\left(R, \mu_{0}, k\right) \leq e^{-1} \tag{30}
\end{equation*}
$$

For that purpose we put $R=2^{j}, \mu_{0}=\lambda_{0} 2^{2(1-\theta) j}$, and $k=\lambda_{1}\left[2^{2(1-\theta) j}\right]$, where $j, \lambda_{0}, \lambda_{1} \in \mathbb{N}$. We choose the parameters $\lambda_{0}$ and $\lambda_{1}$ such that $\lambda_{1}=\left[b 2^{2(1-\theta)}\right]+2$ and $\lambda_{0} \geq \tilde{C} 2^{2 \theta} \lambda_{1}^{2} e$ (here by $[w]$ we denote the entire part of $w$ ), where $b>0$ is taken from (9), $\theta \in(0,1)$ is taken from (A)-(B). Then estimate (30) is correct. Thus, applying (29) $k$ times, we get

$$
\begin{equation*}
\int_{Q_{\tau}^{R}}\left|u_{t}\right|^{2} e^{-\mu_{0} t} d x d t \leq e^{-k} \int_{Q_{\tau}^{2 R}}\left|u_{t}\right|^{2} e^{-\mu_{0} t} d x d t . \tag{31}
\end{equation*}
$$

Taking into account the inequality $\left|e^{-\mu_{0} t}\right| \leq 1$ which is correct for every $t \in[0, T]$ and the estimate (9), the right-hand side of the last inequality can be estimated by the expression $a e^{-\xi}$, where $\xi=k-b(2 R)^{2(1-\theta)}$. Then on the basis of choice $k$ and $R$ we get

$$
\begin{equation*}
\xi=\lambda_{1} 2^{2(1-\theta) j}-b 2^{2(1-\theta)} 2^{2(1-\theta) j} \geq\left[2^{2(1-\theta) j}\right]\left(\lambda_{1}-b 2^{2(1-\theta)}\right) \geq\left[2^{2(1-\theta) j}\right] . \tag{32}
\end{equation*}
$$

Estimate (32) implies that $\xi \rightarrow+\infty$ as $j \rightarrow+\infty$ (and consequently $R \rightarrow+\infty$ ). Then the righthand side of inequality (31) tends to zero as $R \rightarrow+\infty$. Thus, $u^{1}=u^{2}$ a.e. on $Q_{\tau}^{R}$. Hence, taking into account an arbitrariness of $R$ and $\tau \in(0, T]$, we get the uniqueness of the solution to problem (1)-(3) in the domain $Q_{T}$. Theorem 1 is proved.

Let us prove Theorem 2.
Proof. Let $R=R(k)=2^{k}$, where $k \in \mathbb{N}$. We construct sequence $\left\{u^{k}\right\}_{k \in \mathbb{N}}$, where $u^{k}$ is a weak solution to problem (16)-(18) in the domain $Q_{T}^{R(k)}$ and $k \in \mathbb{N}$. The function $u^{k}$ exists by Theorem 3. Let us extend the function $u^{k}$ by zero on $Q_{T} \backslash Q_{T}^{R(k)}$ and let it be again $u^{k}$. Then for every $k \in \mathbb{N}, \tau \in(0, T]$, and $v \in L^{2}\left(0, T ; H_{0}^{1}\left(\mathbb{R}^{n}\right)\right)$ such that $v_{t} \in L^{2}\left(Q_{T}\right)$, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} u_{t}^{k}(\tau) v(\tau) \varphi d x+\int_{Q_{\tau}}\left[-u_{t}^{k} v_{t} \varphi+\sum_{i, j=1}^{n} a_{i j} u_{x_{i} t}^{k}(v \varphi)_{x_{j}}+\sum_{i, j=1}^{n} b_{i j} u_{x_{i}}^{k}(v \varphi)_{x_{j}}+\sum_{i=1}^{n} b_{i} u_{x_{i}}^{k} v \varphi\right. \\
& \left.\quad+c_{1}\left(x, t, u_{t}^{k}\right) v \varphi+c_{2} u^{k} v \varphi\right] d x d t=\int_{\mathbb{R}^{n}} u_{1}^{k}(x) v(0) \varphi d x+\int_{Q_{\tau}}\left[f_{0} v \varphi+\sum_{i=1}^{n} f_{i}(v \varphi)_{x_{i}}\right] d x d t, \tag{33}
\end{align*}
$$

where $\varphi$ is taken from (11) with $R=R(k)$ (see proof of Theorem 1). Let us take $\varkappa \in[0, R(k)]$. Then supp $\varphi \subset Q^{R+\varkappa} \subset Q^{R(k)+R(k)}=Q^{2^{k}+2^{k}}=Q^{2^{k+1}}=Q^{R(k+1)}$. Consider (33) first for $u^{k+3}$ and then for $u^{k+2}$. On subtracting the obtained equalities, we take $v=u_{t}^{k+3, k+2} \varphi e^{-\mu t}$, where $\mu>0$ and $u^{k+3, k+2}=u^{k+3}-u^{k+2}$. Then similarly as (26), we get

$$
\begin{align*}
& \frac{1}{2} \int_{\mathbb{R}^{n}}\left|u_{t}^{k+3, k+2}(\tau)\right|^{2} \varphi e^{-\mu \tau} d x+\int_{Q_{\tau}}\left[\frac{\mu}{2}\left|u_{t}^{k+3, k+2}\right|^{2} \varphi+\sum_{i, j=1}^{n} a_{i j} u_{x_{i} t}^{k+3, k+2}\left(u_{t}^{k+3, k+2} \varphi\right)_{x_{j}}\right. \\
& \quad+\sum_{i, j=1}^{n} b_{i j} u_{x_{i}}^{k+3, k+2}\left(u_{t}^{k+3, k+2} \varphi\right)_{x_{j}}+\sum_{i=1}^{n} b_{i} u_{x_{i}}^{k+3, k+2} u_{t}^{k+3, k+2} \varphi  \tag{34}\\
& \left.\quad+\left(c_{1}\left(x, t, u_{t}^{k+3}\right)-c_{1}\left(x, t, u_{t}^{k+2}\right)\right) u_{t}^{k+3, k+2} \varphi+c_{2} u^{k+3, k+2} u_{t}^{k+3, k+2} \varphi\right] e^{-\mu t} d x d t=0
\end{align*}
$$

Now, taking into account (34), similarly as (31), we obtain

$$
\begin{equation*}
\int_{Q_{\tau}^{R(k)}}\left|u_{t}^{k+3, k+2}\right|^{2} e^{-\mu_{0} t} d x d t \leq e^{-s} \int_{Q_{\tau}^{R(k+1)}}\left|u_{t}^{k+3, k+2}\right|^{2} e^{-\mu_{0} t} d x d t \tag{35}
\end{equation*}
$$

where $R(k)=2^{k}, s=\lambda_{1}\left[2^{2(1-\theta) k}\right], \lambda_{1}=\left[b 2^{6(1-\theta)}\right]+2, \mu_{0}=\lambda_{0} 2^{2(1-\theta) k}$, and $\lambda_{0} \geq \tilde{C} 2^{2 \theta} \lambda_{1}^{2} e$.
It is clear that for every $k \in \mathbb{N}$ the next equality is correct:

$$
\begin{align*}
& \frac{1}{2} \int_{B^{R(k)}}\left|u_{t}^{k}\right|^{2} e^{-\mu \tau} d x+\int_{Q_{\tau}^{R(k)}}\left[\frac{\mu}{2}\left|u_{t}^{k}\right|^{2}+\sum_{i, j=1}^{n} a_{i j} u_{x_{i}}^{k} u_{x_{j} t}^{k}+\sum_{i, j=1}^{n} b_{i j} u_{x_{i}}^{k} u_{t x_{j}}^{k}\right. \\
& \left.\quad+\sum_{i=1}^{n} b_{i} u_{x_{i}}^{k} u_{t}^{k}+c_{1}\left(x, t, u_{t}^{k}\right) u_{t}^{k}+c_{2} u^{k} u_{t}^{k}\right] e^{-\mu t} d x d t  \tag{36}\\
& \quad=\frac{1}{2} \int_{B^{R(k)}}\left|u_{1}^{R(k)}\right|^{2} d x+\int_{Q_{\tau}^{R(k)}}\left[f_{0}^{R(k)} u_{t}^{k}+\sum_{i=1}^{n} f_{i}^{R(k)} u_{x_{i} t}^{k}\right] e^{-\mu t} d x d t .
\end{align*}
$$

From (36), similarly as (28), we obtain

$$
\begin{align*}
& \int_{B^{R(k)}}\left[\left|u_{t}^{k}\right|^{2}+b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}^{k}\right|^{2}+c_{2,0}\left|u^{k}\right|^{2}\right] e^{-\mu \tau} d x+\int_{Q_{\tau}^{R(k)}}\left[\left(\mu_{0}-\varepsilon_{1}\right)\left|u_{t}^{k}\right|^{2}+\left(2 a_{0}-\varepsilon_{2}\right) \sum_{i=1}^{n}\left|u_{x_{i}}^{k}\right|^{2}\right. \\
& \left.\quad+\mu_{0} b_{0} \sum_{i=1}^{n}\left|u_{x_{i}}^{k}\right|^{2}+\mu_{0}\left|u^{k}\right|^{2}+2 c_{1,0}\left|u_{t}\right|^{p(x)}\right] e^{-\mu_{0} t} d x d t  \tag{37}\\
& \quad \leq \int_{B^{R(k)}}\left[\left|u_{1}^{k}\right|^{2}+\sum_{i, j=1}^{n} b_{i j}(0) u_{0, x_{i}}^{k} u_{0, x_{j}}^{k}+c_{2}^{0}\left|u_{0}^{k}\right|^{2}\right] d x+C\left(\varepsilon_{1}, \varepsilon_{2}\right) \int_{Q_{\tau}^{R(k)}} \sum_{i=0}^{n}\left|f_{i}\right|^{2} e^{-\mu t} d x d t .
\end{align*}
$$

Since

$$
\int_{B^{R}(k)} \sum_{i, j=1}^{n} b_{i j}(0) u_{0, x_{i}}^{k} u_{0, x_{j}}^{k} d x \leq \beta n(R(k))^{\theta} \int_{B^{R}(k)} \sum_{i=1}^{n}\left|u_{0, x_{i}}\right|^{2} d x,
$$

taking into account conditions (A), (B), and (C), from (37), we have

$$
\begin{equation*}
\int_{Q_{\tau}^{R(k)}}\left|u_{t}^{k}\right|^{2} d x d t \leq C_{5}\left[\int_{B^{R(k)}}\left(\left|u_{1}\right|^{2}+n(R(k))^{\theta} \sum_{i=1}^{n}\left|u_{0, x_{i}}\right|^{2}\right) d x+\int_{Q_{\tau}^{R(k)}} \sum_{i=0}^{n}\left|f_{i}\right|^{2} d x d t\right], \tag{38}
\end{equation*}
$$

where the constant $C_{5}>0$ is independent of $k$.
From (38) and (10), it follows that

$$
\begin{equation*}
\int_{Q_{\tau}^{R}(k+1)}\left|u_{t}^{k+3, k+2}\right|^{2} d x d t \leq 2 \int_{Q_{\tau}^{R(k+1)}}\left(\left|u_{t}^{k+3}\right|^{2}+\left|u_{t}^{k+2}\right|^{2}\right) d x d t \leq 4 a \exp \left(b(R(k+3))^{2(1-\theta)}\right) . \tag{39}
\end{equation*}
$$

Since $\left|e^{-\mu_{0} t}\right| \leq 1$ for every $t \in[0, T]$ and inequalities (35), (39) hold, for every $\tau \in(0, T]$, we get

$$
\begin{align*}
\int_{B^{R(k)}} & {\left[\left|u_{t}^{k+3, k+2}(\tau)\right|^{2}+\sum_{i=1}^{n}\left|u_{x_{i}}^{k+3, k+2}(\tau)\right|^{2}\right] d x } \\
& +\int_{Q_{\tau}^{R(k)}}\left[\left|u_{t}^{k+3, k+2}\right|^{2}+\sum_{i=1}^{n}\left|u_{x_{i} t}^{k+3, k+2}\right|^{2}+\sum_{i=1}^{n}\left|u_{x_{i}}^{k+3, k+2}\right|^{2}\right] d x d t \leq C_{6} e^{-v}, \tag{40}
\end{align*}
$$

where $v=s-b|R(k+3)|^{2(1-\theta)}$ and the constant $C_{6}>0$ is independent of $k$. Since the equality $u^{k}(x, t)=u^{k}(x, 0)+\int_{0}^{t} u_{t}^{k}(x, s) d s$ holds, we obtain

$$
\begin{equation*}
\int_{B^{R(k)}}\left|u^{k}(x, \tau)\right|^{s} d x \leq C_{7}\left(\int_{B^{R(k)}}\left|u_{0}^{k}\right|^{s} d x+\int_{Q_{\tau}^{R(k)}}\left|u_{t}^{k}\right|^{s} d x d t\right), \quad \tau \in(0, T], \tag{41}
\end{equation*}
$$

where $s>1$ and the constant $C_{7}>0$ is independent of $k$. Moreover, for every $\eta>0$, we have

$$
\begin{aligned}
\left|u^{k}(x, t)\right| e^{-\eta t / 2} & \leq\left|u^{k}(x, 0)\right| e^{-\eta t / 2}+e^{-\eta t / 2} \int_{0}^{t}\left|u_{t}^{k}(x, s)\right| d s \\
& \leq\left|u^{k}(x, 0)\right|+\int_{0}^{t}\left|u_{t}^{k}(x, s)\right| e^{-\eta s / 2} d s
\end{aligned}
$$

and so

$$
\begin{align*}
\int_{Q_{\tau}^{R(k)}}\left|u^{k}\right|^{2} e^{-\eta t} d x d t & \leq \int_{Q_{\tau}^{R(k)}} 2\left(\left|u^{k}(0)\right|^{2}+t \int_{0}^{t}\left|u_{t}^{k}\right|^{2} e^{-\eta s} d s\right) d x d t  \tag{42}\\
& \leq 2 T\left(\int_{B^{R(k)}}\left|u_{0}^{k}\right|^{2} d x+T \int_{Q_{\tau}^{R(k)}}\left|u_{t}^{k}\right|^{2} e^{-\eta t} d x d t\right), \quad \tau \in(0, T] .
\end{align*}
$$

Using (40), (41), and (42), we obtain

$$
\begin{equation*}
\int_{B^{R(k)}}\left|u^{k+3, k+2}(\tau)\right|^{2} d x+\int_{Q_{\tau}^{R(k)}}\left|u_{t}^{k+3, k+2}\right|^{2} d x d t \leq C_{8} e^{-v} \tag{43}
\end{equation*}
$$

where the constant $C_{8}$ is independent of $k$. Taking into account a choice of $s$ and $R(k)$, the right side of the estimates (40), (43) tends to zero if $k \rightarrow \infty$.

Since $u^{k+j}-u^{k}=\sum_{i=1}^{j}\left(u^{k+i}-u^{k+i-1}\right)$, inequality (40) implies that $\left\{u^{k}\right\}_{k \in \mathbb{N}}$ is a fundamental sequence in the space $C\left([0, T] ; H_{0}^{1}\left(B^{R}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(B^{R}\right)\right)$ and $\left\{u_{t}^{k}\right\}_{k \in \mathbb{N}}$ is a fundamental sequence in the space $C\left([0, T] ; L^{2}\left(B^{R}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(B^{R}\right)\right)$, where $R \geq 1$ is an arbitrary number.

Hence we have that there exist a subsequence $\left\{u^{k_{1}}\right\}_{k_{1} \in \mathbb{N}} \subset\left\{u^{k}\right\}_{k \in \mathbb{N}}$ and a function $u^{1}$ such that

$$
\begin{aligned}
& u^{k_{1}} \underset{k_{1} \rightarrow \infty}{\longrightarrow} u^{1} \quad \text { in } \quad C\left([0, T] ; H_{0}^{1}\left(B^{1}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(B^{1}\right)\right), \\
& u_{t}^{k_{1}} \underset{k_{1} \rightarrow \infty}{\longrightarrow} u_{t}^{1} \quad \text { in } C\left([0, T] ; L^{2}\left(B^{1}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(B^{1}\right)\right) .
\end{aligned}
$$

From the sequence $\left\{u^{k_{1}}\right\}_{k_{1} \in \mathbb{N}}$ we choose the subsequence $\left\{u^{k_{2}}\right\}_{k_{2} \in \mathbb{N}}$ such that

$$
\begin{aligned}
& u^{k_{2}} \underset{k_{2} \rightarrow \infty}{\longrightarrow} u^{2} \quad \text { in } \quad C\left([0, T] ; H_{0}^{1}\left(B^{2}\right)\right) \cap L^{2}\left(0, T ; H_{0}^{1}\left(B^{2}\right)\right), \\
& u_{t}^{k_{2}} \underset{k_{2} \rightarrow \infty}{\longrightarrow} u_{t}^{2} \quad \text { in } \quad C\left([0, T] ; L^{2}\left(B^{2}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(B^{2}\right)\right),
\end{aligned}
$$

and so on.
Let us form a diagonal sequence $\left\{u^{l_{l}}\right\}_{l \in \mathbb{N}}$. By the our construction, this sequence tends to the function $u^{l}$ in each of the domain $B^{l} \times(0, T)$. Besides that, $u^{l}=u^{y}$ in $B^{y} \times(0, T)$, where $l>y$. Let us put $u(x, t)=u^{l}(x, t)$ for $(x, t) \in B^{l} \times(0, T)$. Then

$$
\begin{aligned}
& u^{l_{l}} \underset{l_{l} \rightarrow \infty}{\longrightarrow} \quad \text { in } \quad C\left([0, T] ; H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)\right) \cap L^{2}\left(0, T ; H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)\right), \\
& u_{t}^{l_{l}} \underset{l_{l} \rightarrow \infty}{\longrightarrow} u_{t} \quad \text { in } \quad C\left([0, T] ; L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)\right) \cap L^{2}\left(0, T ; H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)\right)
\end{aligned}
$$

and, passing to the limit in (33) with $v=w \varphi$, we get that the function $u$ is a weak solution to problem (1)-(3) in the domain $Q_{T}$.
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Досліджуються слабкі розв'язки задачі Коші для гіперболічних рівнянь третього порядку зі змінним показником нелінійності. Задача вивчається в деяких класах функцій, зокрема, в просторах Лебега зі змінними показниками. Знайдено достатні умови існування та єдиності розглядуваної задачі.
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