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Abstract: In this paper, we evaluate several families of Toeplitz–Hessenberg matrices whose
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1 Introduction

A generalized Fibonacci sequence wn = wn(a, b, p, q) is one defined by a second order
homogeneous linear recurrence

wn = pwn−1 + qwn−2, n ≥ 2, (1)

83



with w0 = a and w1 = b, where a, b, p and q are integers with p > 0, q 6= 0. Since these numbers
were first studied by Horadam (see, e.g., [5, 6]), they are often referred to as Horadam numbers.
The Horadam numbers are given explicitly [7] by

wn = a

bn2 c∑
k=0

(
n− k
k

)
pn−2kqk + (b− ap)

bn−1
2 c∑

k=0

(
n− k − 1

k

)
pn−2k−1qk, n ≥ 0.

In what follows, we will make frequent use of the Binet formula [5] for wn given by

wn = αrn1 + βrn2 , n ≥ 0, (2)

where

r1 =
p+

√
p2 + 4q

2
, r2 =

p−
√
p2 + 4q

2

denote the distinct roots of the quadratic equation x2 − px− q = 0,

α =
a

2
+

2b− ap
2
√
p2 + 4q

, β =
a

2
− 2b− ap

2
√
p2 + 4q

.

Note that the parameters a, b, p and q may also be regarded as indeterminates. Further results on
Horadam sequences can be found in the survey paper [9].

The sequencewn generalizes many important number and polynomial sequences, for instance,
the Fibonacci sequence Fn = wn(0, 1, 1, 1), the Lucas sequence Ln = wn(2, 1, 1, 1), the Pell
sequence Pn = wn(0, 1, 2, 1), the Chebyshev polynomials of the first and second kind given by
Tn = wn(1, x, 2x,−1) and Un = wn(1, 2x, 2x,−1), respectively. In [1], Benjamin and Quinn
presented combinatorial interpretations for sequences satisfying a recurrence of the form (1) with
various initial conditions. For example, wn counts the ways in which to tile an n-board with
squares representing 1’s and dominos representing 2’s where each square is assigned the same
color as are the dominos except for an initial square or domino (which may be assigned a different
color or no color at all).

There is a long tradition of using matrices and determinants to study the Fibonacci numbers
and their generalizations. In [14], Tangboonduangjit and Thanatipanonda studied the determi-
nants of matrices whose entries are powers of the Fibonacci numbers, and then extended their
results to include entries that are powers of a second-order linear recurrent sequence. İpek [8]
computed determinants of several pentadiagonal matrices having generalized Fibonacci and
Lucas numbers as entries and also the determinant of a pentadiagonal matrix involving the
classical Fibonacci numbers. Applying the apparatus of triangular matrices, Goy [3] established
various recurrence formulas for Horadam numbers with even or odd subscripts using
determinants of tridiagonal matrices. In [2], employing Hessenberg matrices, Cereceda found
some determinantal representations of the general term of a second-order linear recurrent
sequence with arbitrary initial values.

The organization of this paper is as follows. In the next section, we find a general determinant
formula for Toeplitz–Hessenberg matrices whose entries are Horadam numbers having indices
that are consecutive terms of an arbitrary modular class. In the third section, we find some further
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related results involving the Horadam sequence which arise as determinants of certain families of
Toeplitz–Hessenberg matrices and particularize these results to Horadam numbers with even or
odd subscripts. We also state multi-sum versions of several of our prior formulas which involve
products of multinomial coefficients and powers of Horadam numbers. In the final section, we
provide combinatorial proofs of several specific cases of the preceding results using the definition
of the determinant as a signed sum over Sn and the combinatorial interpretation for wn in terms
of tilings.

2 A general determinant formula

An n× n matrix having the form

Mn(a0; a1, . . . , an) =



a1 a0 0 · · · 0 0

a2 a1 a0 · · · 0 0

a3 a2 a1 · · · 0 0

· · · · · · · · · . . . · · · · · ·
an−1 an−2 an−3 · · · a1 a0
an an−1 an−2 · · · a2 a1


,

where a0 6= 0 and ak 6= 0 for at least one k > 0, is called a Toeplitz–Hessenberg matrix. See,
e.g., [11] and references contained therein. Expanding the determinant det(Mn) along the first
row repeatedly, we obtain the recurrence

det(Mn) =
n∑
k=1

(−a0)k−1ak det(Mn−k), n ≥ 1, (3)

where, by definition, det(M0) = 1.
To establish several of our results, we will find a generating function formula for the sequence

of determinants in question. Let f(x) =
∑

n≥1 det(Mn)x
n.

We will make use of the following result to compute f(x).

Lemma 2.1. We have f(x) = g(x)
1−g(x) , where g(x) =

∑
k≥1(−a0)k−1akxk.

Proof. Multiplying by xn both sides of the recurrence (3), and summing over all n ≥ 1, gives

f(x) =
∑
n≥1

xn
n∑
k=1

(−a0)k−1ak det(Mn−k) =
∑
k≥1

(−a0)k−1ak
∑
n≥k

det(Mn−k)x
n

=
∑
k≥1

(−a0)k−1akxk
∑
n≥0

det(Mn)x
n =

∑
k≥1

(−a0)k−1akxk(1 + f(x)) = g(x)(1 + f(x)).

Solving for f(x) in the last equation implies the stated formula.

For the sake of brevity, we will write det(a0; a1, . . . , an) in place of det(Mn(a0; a1, . . . , an)).
We have the following general determinant formula for matrices whose entries belong to any
modular class mod ` for each ` ≥ 1.
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Theorem 2.2. If n ≥ 2, `, i ≥ 1 and 0 ≤ s ≤ `− 1, then

det(w`i+s;w`(i+1)+s, . . . , w`(n+i)+s) = (−1)n−1(−q)`(n+i−2)+sd`wn−2`(i−1)+s, (4)

where

d` = d`(a, b, p, q) =
a2q + abp− b2

22`−1(p2 + 4q)

(∑̀
i=0

(
2`

2i

)
p2`−2i(p2 + 4q)i − (−4q)`

)
.

Proof. We first compute
g(x) =

∑
k≥1

(−w`i+s)k−1w`(i+k)+sxk.

By the Binet formula for w`(i+k)+s, we have

g(x) =
∑
k≥1

(−w`i+s)k−1
(
αr

`(i+k)+s
1 + βr

`(i+k)+s
2

)
xk =

αr
`(i+1)+s
1 x

1 + r`1w`i+sx
+

βr
`(i+1)+s
2 x

1 + r`2w`i+sx

=
αr

`(i+1)+s
1 x

(
1 + r`2w`i+sx

)
+ βr

`(i+1)+s
2 x

(
1 + r`1w`i+sx

)(
1 + r`1w`i+sx

) (
1 + r`2w`i+sx

)
=
w`(i+1)+sx+ w`i+s(r1r2)

`
(
αr`i+s1 + βr`i+s2

)
x2

1 +
(
r`1 + r`2

)
w`i+sx+ (r1r2)`w2

`i+sx
2

=
w`(i+1)+sx+ (−q)`w2

`i+sx
2

1 + (r`1 + r`2)w`i+sx+ (−q)`w2
`i+sx

2
.

Note that since i ≥ 1, we have by (2),

w`(i+1)+s −
(
r`1 + r`2

)
w`i+s = αr

`(i+1)+s
1 + βr

`(i+1)+s
2 −

(
r`1 + r`2

) (
αr`i+s1 + βr`i+s2

)
= −

(
αr`i+s1 r`2 + βr`i+s2 r`1

)
= −(r1r2)`

(
αr

`(i−1)+s
1 + βr

`(i−1)+s
2

)
= −(−q)`w`(i−1)+s.

Thus, by Lemma 2.1, we get

f(x) =
g(x)

1− g(x)
=
w`(i+1)+sx+ (−q)`w2

`i+sx
2

1 + (−q)`w`(i−1)+sx

= w`(i+1)+sx+
(−q)`

(
w2
`i+s − w`(i+1)+sw`(i−1)+s

)
x2

1 + (−q)`w`(i−1)+sx
.

By (2), we have

w2
`i+s − w`(i+1)+sw`(i−1)+s

=
(
αr`i+s1 + βr`i+s2

)2 − (αr`(i+1)+s
1 + βr

`(i+1)+s
2

)(
αr

`(i−1)+s
1 + βr

`(i−1)+s
2

)
= 2αβ(−q)`i+s − αβ(−q)`(i−1)+s

(
r2`1 + r2`2

)
= αβ(−q)`(i−1)+s

(
2(−q)` −

(
r2`1 + r2`2

))
.

Since αβ = a2q+abp−b2
p2+4q

and

r2`1 + r2`2 =
1

22`−1

∑̀
i=0

(
2`

2i

)
p2`−2i(p2 + 4q)i,
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we then get

f(x) = w`(i+1)+sx−
(−q)`i+sd`x2

1 + (−q)`w`(i−1)+sx
.

Extracting the coefficient of xn for n ≥ 2 in the last expression yields the desired formula.

Note that d` reduces when ` = 1 to a2q + abp − b2, and thus taking ` = 1 and s = 0 in (4)
leads to the following result.

Corollary 2.2.1. If n ≥ 2 and i ≥ 1, then

det(wi;wi+1, . . . , wn+i) = (−1)iqn+i−2(b2 − abp− a2q)wn−2i−1 .

The summation within the formula for d` reduces when ` = 2 to 8p4+16q2+32p2q, and thus
we get d2 = p2(a2q+ abp− b2). Taking ` = 2 and s = 0, 1 in (4) then yields the following result.

Corollary 2.2.2. If n ≥ 2 and i ≥ 1, then

det(w2i;w2i+2, . . . , w2n+2i) = (−1)n−1p2q2(n+i−2)(a2q + abp− b2)wn−22i−2

and

det(w2i+1;w2i+3, . . . , w2n+2i+1) = (−1)np2q2n+2i−3(a2q + abp− b2)wn−22i−1.

3 Further related formulas

Let h(x) = h(x; c, `, s) be the generating function given by

h(x) =
∑
n≥1

det(c;w`(i+1)+s, w`(i+2)+s, . . . , w`(n+i)+s)x
n, i ≥ 0,

where c is a constant and ` and s are non-negative integers with 0 ≤ s ≤ `− 1. Proceeding as in
the first part of the proof of Theorem 2.2 above, we compute∑

k≥1

(−c)k−1w`(i+k)+sxk =
∑
k≥1

(−c)k−1
(
αr

`(i+k)+s
1 + βr

`(i+k)+s
2

)
xk

=
w`(i+1)+sx+ c(−q)`

(
αr`i+s1 + βr`i+s2

)
x2(

1 + cr`1x
) (

1 + cr`2x
) =

w`(i+1)+sx+ c(−q)`w`i+sx2

1 + c
(
r`1 + r`2

)
x+ c2(−q)`x2

.

Applying Lemma 2.1 yields the following formula.

Theorem 3.1. For all i ≥ 0, we have

h(x) =
w`(i+1)+sx+ c(−q)`w`i+sx2

1 +
(
c
(
r`1 + r`2

)
− w`(i+1)+s

)
x+ c(−q)` (c− w`i+s)x2

. (5)

We now state some special cases of the prior result.
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Corollary 3.1.1. If i ≥ 0, then

h(x; c, 1, 0) =
wi+1x− cqwix2

1 + (cp− wi+1)x− cq(c− wi)x2
. (6)

In particular, we have for n ≥ 2,

det(w0;w1, w2, . . . , wn) = (b2 − abp− a2q)(b− ap)n−2 (7)

and
det(w1;w2, w3, . . . , wn+1) = (a2q2 + abpq − b2q)(aq)n−2. (8)

Proof. Taking ` = 1 and s = 0 in (5) gives (6). Formulas (7) and (8) follow from letting
c = a, i = 0 and c = b, i = 1 in (6), respectively, and then extracting the coefficient of xn for
n ≥ 2 in each case.

Remark. Formula (7) is previously known, see [13, Theorem 1], where a different algebraic
proof is given which makes use of various matrix decompositions. In the subsequent section, we
also provide a combinatorial proof of the a = 1 and b = p case of (7).

Corollary 3.1.2. If i ≥ 0, then

h(x; c, 2, s) =
w2i+s+2x+ cq2w2i+sx

2

1 + (c(p2 + 2q)− w2i+s+2)x+ cq2(c− w2i+s)x2
, s = 0, 1. (9)

In particular, we have for n ≥ 2,

det(w0;w2, w4, . . . , w2n) = p2(b2 − abp− a2q)(bp− aq − ap2)n−2 (10)

and
det(w1;w3, w5, . . . , w2n+1) = p2qn−1(a2q + abp− b2)(ap− b)n−2. (11)

Proof. Letting ` = 2 in (5), and noting r21 + r22 = p2 + 2q, gives (9). Taking c = a and i = s = 0

in (9) gives in this case

h(x) =
(aq + bp)x+ (aqx)2

1− (bp− aq − ap2)x
,

which leads to (10). Letting c = b, i = 0 and s = 1 in (9) gives

h(x) =
(apq + bq + bp2)x+ (bqx)2

1− q(ap− b)x
,

which implies (11).

Let vn = vn(p, q) = wn(1, p, p,−q). Then setting a = 1 and b = p in (7), (8), (10) and (11),
replacing q by −q, gives respectively

det(v0; v1, v2, . . . , vn) = 0, n ≥ 3, (12)

det(v1; v2, v3, . . . , vn+1) = (−q)n, n ≥ 2, (13)

det(v0; v2, v4, . . . , v2n) = p2qn−1, n ≥ 2, (14)

det(v1; v3, v5, . . . , v2n+1) = 0, n ≥ 3. (15)
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Remark. Note that Un = vn(2x, 1) for n ≥ 0, where Un = Un(x) denotes the Chebyshev
polynomial of the second kind given by Un = 2xUn−1−Un−2 if n ≥ 2, with U0 = 1 and U1 = 2x

(see, e.g., [10]). Thus, setting p = 2x and q = 1 in (12)–(15) yields comparable determinant
identities involving Chebyshev polynomials. A similar remark applies to identities (17) and (18)
below, upon letting p = 2x.

Above we have found determinants of Toeplitz–Hessenberg matrices in which ak = w`(i+k)+s
for 1 ≤ k ≤ n, treating separately the cases when i > 0 and i = 0. One can also consider the
case when i = −1. To do so, let j(x) = j(x; c, `, s) be given by

j(x) =
∑
n≥1

det(c;ws, w`+s, . . . , w`(n−1)+s)x
n.

Proceeding as before, first note that∑
k≥1

(−c)k−1w`(k−1)+sxk =
αrs1x

1 + cr`1x
+

βrs2x

1 + cr`2x
=

(αrs1 + βrs2)x+ c
(
αrs1r

`
2 + βr`1r

s
2

)
x2(

1 + cr`1x
) (

1 + cr`2x
)

=
wsx+ c

(
αrs1r

`
2 + βr`1r

s
2

)
x2

1 + c
(
r`1 + r`2

)
x+ c2(−q)`x2

.

Lemma 2.1 then implies the following result.

Theorem 3.2. If ` ≥ 1 and 0 ≤ s ≤ `− 1, then

j(x) =
wsx+ c

(
αrs1r

`
2 + βr`1r

s
2

)
x2

1 +
(
c
(
r`1 + r`2

)
− ws

)
x− c

(
αrs1r

`
2 + βr`1r

s
2 − c(−q)`

)
x2
. (16)

Let ui = vi(p, 1) and hi = wi(a, 1, 1,−1) for i ≥ 0. Taking ` = 1 and ` = 2 in (16) yields
the following formulas.

Corollary 3.2.1. We have

j(x; c, 1, 0) =
ax+ c(ap− b)x2

1 + (cp− a)x− c(ap+ cq − b)x2
.

In particular,

det(−u1;u0, u1, . . . , un−1) =
n−1∑
i=0

p2i, n ≥ 1. (17)

Corollary 3.2.2. We have

j(x; c, 2, 0) =
ax+ c(ap2 + aq − bp)x2

1 + (cp2 + 2cq − a)x− c(ap2 + aq − bp− cq2)x2

and

j(x; c, 2, 1) =
bx− cq(ap− b)x2

1 + (cp2 + 2cq − b)x+ cq(ap+ cq − b)x2
.

In particular,
det(−u0;u0, u2, . . . , u2n−2) = p2(p2 − 1)n−2, n ≥ 2, (18)

and

det(−h1;h1, h3, . . . , h2n−1) =

(−a)
n−1
2 , if n is odd;

(1− a)(−a)
n−2
2 , if n is even.

(19)

89



We now give equivalent identities to those above involving multinomial coefficients. The
following result, which provides a multinomial expansion of det(Mn), is known as Trudi’s
formula, the a0 = 1 case of which is called Brioschi’s formula [12].

Lemma 3.3. Let n be a positive integer. Then

det(Mn) = (−a0)n
∑

(s1,...,sn)

(−1)s1+···+snpn(s)
(
a1
a0

)s1 (a2
a0

)s2
· · ·
(
an
a0

)sn
,

where the summation is over all n-tuples of integers si ≥ 0 satisfying s1 + 2s2 + · · · + nsn = n

and pn(s) =
(
s1+···+sn
s1,...,sn

)
= (s1+···+sn)!

s1!···sn! denotes the multinomial coefficient.

The determinant identities above may be rewritten in terms of Trudi’s formula as follows.

Theorem 3.4. Let n ≥ 2, except when noted otherwise, and i ≥ 1. Then∑
(s1,...,sn)

(−1)σnpn(s)
(
w`(i+1)+r

w`i+r

)s1(w`(i+2)+r

w`i+r

)s2
· · ·
(
w`(i+n)+r
w`i+r

)sn
=− (−q)`(i+n−2)+rd`

wn−2`(i−1)+r

wn`i+r
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
wi+1

wi

)s1(wi+2

wi

)s2
· · ·
(
wi+n
wi

)sn
= ε(−q)i+n−2

wn−2i−1

wni
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w2i+2

w2i

)s1(w2i+4

w2i

)s2
· · ·
(
w2i+2n

w2i

)sn
= εp2q2(i+n−2)

wn−22i−2

wn2i
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w2i+3

w2i+1

)s1(w2i+5

w2i+1

)s2
· · ·
(
w2i+2n+1

w2i+1

)sn
= −εp2q2i+2n−3w

n−2
2i−1

wn2i+1

,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w1

w0

)s1(w2

w0

)s2
· · ·
(
wn
w0

)sn
= ε

(ap− b)n−2

an
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w2

w1

)s1(w3

w1

)s2
· · ·
(
wn+1

w1

)sn
= −εq (−aq)

n−2

bn
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w2

w0

)s1(w4

w0

)s2
· · ·
(
w2n

w0

)sn
= εp2

(ap2 + aq − bp)n−2

an
,

∑
(s1,...,sn)

(−1)σnpn(s)
(
w3

w1

)s1(w5

w1

)s2
· · ·
(
w2n+1

w1

)sn
= −εp2qn−1 (b− ap)

n−2

bn
,

∑
(s1,...,sn)

(−1)σnpn(s)vs11 vs22 · · · vsnn = 0, n ≥ 3,

∑
(s1,...,sn)

(−1)σnpn(s)
(
v2
v1

)s1(v3
v1

)s2
· · ·
(
vn+1

v1

)sn
=

(
q

p

)n
,

∑
(s1,...,sn)

(−1)σnpn(s)vs12 vs24 · · · vsn2n = −p2(−q)n−1,
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∑
(s1,...,sn)

(−1)σnpn(s)
(
v3
v1

)s1(v5
v1

)s2
· · ·
(
v2n+1

v1

)sn
= 0, n ≥ 3,

∑
(s1,...,sn)

pn(s)

(
u0
u1

)s1 (u1
u1

)s2
· · ·
(
un−1
u1

)sn
=

1

pn

n−1∑
i=0

p2i, n ≥ 1,

∑
(s1,...,sn)

pn(s)u
s1
0 u

s2
2 · · ·usn2n−2 = p2(p2 − 1)n−2,

where the summations are over all n-tuples s = (s1, s2, . . . , sn) of integers si ≥ 0 satisfying
s1 + 2s2 + · · · + nsn = n, pn(s) =

(
s1+···+sn
s1,...,sn

)
, σn = s1 + · · · + sn, ε = b2 − abp − a2q,

vm = vm(p, q) = wm(1, p, p,−q) for m ≥ 0, um = vm(p, 1) and d` in the first equality is defined
as before where ` ≥ 1 and 0 ≤ r ≤ `− 1.

Remark. We note that identities five through eight in Theorem 3.4 were announced without proof
in [4].

4 Combinatorial proofs

In this section, we provide combinatorial proofs of some special cases of the prior results. We
first recall the definition of a determinant as a signed sum over the set of permutations. Given an
n× n matrix A = (ai,j), we have

det(A) =
∑
σ∈Sn

(−1)sgn(σ)a1,σ(1)a2,σ(2) · · · an,σ(n),

where sgn(σ) denotes the sign of the permutation σ. Suppose that members of Sn are expressed
in standard (cycle) form, i.e., where cycles are arranged from left to right in increasing order of
their smallest elements, with the smallest element first in each cycle. For a Toeplitz–Hessenberg
matrix A, the only permutations having non-zero contribution towards the determinant in the sum
above are those in which each cycle comprises a set of consecutive integers in increasing order.

Upon identifying the various cycle lengths of such a permutation σ expressed in standard form
as a sequence of parts, such a σ may be regarded as a composition of n, which we will denote by
ρ, where n is the size of A. Note that the sign of σ is given by (−1)n−(# of cycles), where the number
of cycles of σ is the same as the number of parts of ρ. So if A is Toeplitz–Hessenberg of size n,
its determinant may be viewed as a sum of weighted compositions ρ of n, where the weight of ρ
is the product of the weights of its individual parts times (−a0)n−m, with a part of size i having
weight ai for all i ≥ 1 and m denoting the number of parts of ρ.

We will also make use of the combinatorial interpretation for wn in terms of tilings which
we now describe. Recall that a (linear) tiling of length n is a covering of the members of
[n] = {1, 2, . . . , n} written in a row by (indistinguishable) squares and dominos, where a square
(domino) covers a single number (resp., two consecutive numbers). We will denote the set
of square-and-domino tilings of length n by Tn, the members of which we will represent by
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sequences in {s, d} such that (# of s) + 2(# of d) = n. Note that |Tn| = Fn+1, where Fn is the
Fibonacci number given by Fn = Fn−1 + Fn−2 for n ≥ 2, with F0 = 0, F1 = 1 (see, e.g.,
[1, Chapter 1]).

Let us refer to a square or domino which occurs as the first piece within a member of Tn
as initial, with all other pieces being non-initial. Individual tiles within a member of Tn are
weighted as follows: (i) non-initial squares and dominos receive weights of p and q, respectively,
and (ii) initial squares and dominos receive weights of b and aq, respectively. (Note that when
a = 1 and b = p, all squares are assigned weight p and all dominos weight q.) Define the weight
of a member of Tn as the product of the weights of its individual pieces. Then, it is seen that
wn(a, b, p, q) gives the sum of the weights of all members of Tn. Note that wn reduces to Fn+1

when all parameters are unity, the cardinality of the underlying set Tn. In the case when ai = wi
for all i (or equal some translate of the wi) in the matrix A above, one may associate with each
part of the associated composition ρ a tiling of the same length (or of a length differing from the
part size by a fixed amount), weighted as described above. Thus if ρ has m parts, then the weight
assigned to ρ is given by the product of the weights of the tilings associated with the various parts
of ρ times (−a0)n−m.

We first prove formulas (12) and (17) above where in these cases we consider tilings of length
n in which pieces are marked and weighted in various ways.

Bijective proofs of (12) and (17)

To show (12), first let An denote the set of tilings of length n in which any tile may be marked,
with the final tile always marked. Squares and dominos (whether marked or not) are assigned
weights of p and −q, respectively, and define the weight of a member of An to be the product of
the weights of its pieces and the sign to be (−1)n−(# of marked tiles). Since the positions of the marked
pieces when taken together yield a composition of n (whose parts are associated with tilings of
the same length), we have that det(v0; v1, . . . , vn) gives the sum of the (signed) weights of all
members ofAn, by the definition of a determinant. Consider the penultimate tile within a member
of An (which must exist since n ≥ 3), and either mark the tile or remove the marking from it.
This operation defines a sign-changing involution of An and implies det(v0; v1, . . . , vn) = 0 for
n ≥ 3.

For (17), let Bn denote the set of tilings of length n in which squares may be marked and the
final piece is a marked square. Define the sign of λ ∈ Bn to be (−1)# of dominos and the weight of λ
to be pµ(λ), where

µ(λ) = n+ (# of unmarked squares)− (# of marked squares).

Since compositions of n (wherein a part of size m for each m is associated with a tiling of the
length m− 1) may be obtained by considering the positions of the marked squares, we have that
the sum of the (signed) weights of all the members of Bn corresponds to det(−u1;u0, . . . , un−1).
Let B∗n denote the set of all ρ ∈ Bn of the form ρ = si(s′)n−i, where 0 ≤ i ≤ n− 1 and s′ denotes
a marked square. The sum of the weights of the members of B∗n is given by

∑n−1
i=0 p

2i. Define an
involution of Bn−B∗n by identifying the rightmost position j such that j, j +1 is covered by d or
s′s, and switching to the other option. Since this operation preserves the weight (as we are either
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adding or deleting both a marked and an unmarked square), while reversing the sign, the stated
determinant formula follows.

Proofs of (14) and (18)

To show (14), let Cn denote the set of tilings of length 2n where n ≥ 2 in which a square covering
2i or a domino covering 2i − 1 and 2i for some i ∈ [n] may be marked, with the final piece
always marked. Define the weights comparably as we did before on An, with the sign given by
(−1)n−(# of marked tiles). Since halving the position numbers corresponding to the marked tiles within
a member of Cn, and taking the differences between the successive numbers so obtained, yields a
composition of n (wherein a part of size m for each m is associated with a tiling of length 2m), it
is seen that the sum of the (signed) weights of all members of Cn is given by det(v0; v2, . . . , v2n).
Define a sign-changing involution of Cn by considering the largest i ∈ [n − 1] such that 2i is
either covered by a square or the right half of a domino and either marking or unmarking the
square or domino. This operation is defined for all members of Cn except for ρ = sdn−1s′, which
has weight (−1)n−1 · p2(−q)n−1 = p2qn−1.

For (18), letDn denote the set of tilings of length 2n in which a domino covering 2i−1, 2i for
some i may be marked, with the final piece always a marked domino. Let squares each contribute
weight p and define the sign as (−1)# of unmarked dominos. Define an involution of Dn by identifying
the largest i ∈ [n− 1], if it exists, such that 2i− 1, 2i is covered by a domino and either marking
or unmarking this domino, which reverses the sign. This involution is not defined on D∗n ⊆ Dn
consisting of those tilings in which no consecutive numbers 2i− 1, 2i for i ∈ [n− 1] are covered
by a domino. Note that ρ ∈ D∗n implies ρ = sρ1 · · · ρn−2sd′, where each ρi = d or ss. Thus,
the sum of the weights of all such members ρ is given by p2(p2 − 1)n−2, which implies the
result.

The bijective proofs provided below of identities (15) and (13) make use of similar arguments
involving m-tuples of linear tilings for various m whose components have a certain combined
length that is now dependent on m.

Proofs of (15) and (13)

To show (15), first let En denote the set of sequences λ = (λ1, . . . , λm) of tilings where m ≥ 1

such that
∑m

i=1 |λi| = 2n+m, with |λi| ≥ 3 odd for all i. Define the weight of λ to be the product
of the weights of each of its component tilings λi (where squares and dominos are assigned
weights of p and −q, respectively, within each λi), multiplied by (−p)n−m. By the definition of
the determinant, we have that det(v1; v3, . . . , v2n+1) gives the sum of the weights of all members
of En. Define an involution by pairing members of En according to the rightmost component as
follows:

(i) λm = αd↔ λm = α, λm+1 = sd,

(ii) λm = αs2 ↔ λm = α, λm+1 = s3,

(iii) λm = αds↔ λm = αs, λm+1 = ds,

(iv) λm−1 = αd, λm = ds↔ λm−1 = α, λm = sd, λm+1 = ds,
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with |α| ≥ 3 in all cases except for (iii) where |α| ≥ 2. Since an increase (or decrease) by one in
the number of components is always accompanied by the same change in the number of squares,
with the number of dominos staying the same, we have that the sign of the weight is always
reversed though its magnitude is preserved. Note that case (iv) above requires n ≥ 3 and hence
all members of En are paired by (i)-(iv) for n ≥ 3, which implies (15).

For (13), let Fn for n ≥ 2 denote the set of sequences ρ = (ρ1, . . . , ρm) of tilings where
m ≥ 1 such that

∑m
i=1 |ρi| = n + m, with |ρi| ≥ 2 for all i. Define the weight of ρ just as

we did for λ above. If the final component ρm within ρ ∈ F is not equal to a single d, then
consider the following pairings where |β| ≥ 2: (I) ρm = βs ↔ ρm = β, ρm+1 = s2, (II)
ρm = βd ↔ ρm = β, ρm+1 = sd. If ρm = d, then look for the largest i < m, if it exists,
such that ρi 6= d and perform either of the preceding operations depending on whether the final
piece of ρi is a square or domino. Furthermore, we pair (s2, d, . . . , d) with (sd, d, . . . , d), where
the former has n and the latter n − 1 components. Let ρ′ denote the member of Fn paired
with ρ in each case. Then it is seen that the mapping ρ 7→ ρ′ always reverses the sign and
preserves the weight, with all members of Fn so paired except for (d, . . . , d). Thus, we have
det(v1; v2, . . . , vn+1) = wght{(d, . . . , d)} = (−q)n, as desired.

We conclude with a combinatorial proof of formula (19).

Proof of (19)

Let Gn denote the set of marked tilings of length 2n wherein squares covering an even number
may be marked and ending in a marked square. Let i1 < i2 < · · · < ik = 2n denote the elements
of [2n] that are covered by a marked square within a member of Gn, with i0 = 0. By the j-th
segment of λ ∈ Gn where 1 ≤ j ≤ k, we mean the subcovering within λ of the numbers in the
set [ij−1 + 1, ij]. Assign the weight −a to a domino occurring as the first piece within a segment
of λ, with all other dominos and all squares having weights of −1 and 1, respectively. Then it is
seen that det(−h1;h1, . . . , h2n−1) gives the sum of the weights of all members of Gn subject to
this weighting of tiles.

We now define a sign-reversing involution on Gn as follows. First consider the largest
` ∈ [n − 1], if it exists, such that the numbers 2`, 2` + 1 are covered by either d or s′s,
where s′ denotes a marked square, and replace with the other option. If the preceding operation
cannot be performed, then consider the largest ` ∈ [n − 1] such that the numbers 2` − 1, 2` are
covered by d or ss, where neither the d nor the first s starts some segment, and switch to the
other option. Note that one of the preceding operations is always defined if it is the case that a
tiling contains a non-initial segment that is not equal to dss′ or if the initial segment of a tiling
is of length at least six. Thus, if n is odd, the only survivor of the involution above is given by
α = ss′(dss′)

n−1
2 . Since wght({α}) = (−a)n−1

2 , this establishes the odd case of (19). If n is
even, there are two survivors of the involution given by α = (dss′)

n
2 and β = s3s′(dss′)

n−2
2 .

Then wght({α, β}) = (1 − a)(−a)n−2
2 , which implies the even case of (19) and completes the

proof.
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