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Approximation properties of multivariate exponential
sampling series
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In this paper, we generalize the family of exponential sampling series for functions of n vari-

ables and study their pointwise and uniform convergence as well as the rate of convergence for

the functions belonging to space of log-uniformly continuous functions. Furthermore, we state and

prove the generalized Mellin-Taylor’s expansion of multivariate functions. Using this expansion we

establish pointwise asymptotic behaviour of the series by means of Voronovskaja type theorem.
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Introduction

The sampling series and their applications are the most challenging theory in approxima-

tion theory and especially in signal and image processing. The classical sampling theorem had

been intensively studied by P.L. Butzer and his research group though generally attributed to

E.T. Whittaker, V.A. Kotel’nikov and C.E. Shannon. The most common method was given by

P.L. Butzer (see [18]) named generalized sampling series as

(Sχ
w f )(t) := ∑

k∈Z

f
( k

w

)

χ(wt − k), t ∈ R, w > 0,

where the function χ is called kernel function and satisfies some assumptions of approximate

identities. The generalized sampling series became most prominent working area in a very

short time thanks to its wide applications. We refer the readers to [7, 15, 19, 20] and references

therein for some applications and forms of generalized sampling series.

In order to expand applications areas, P.L. Butzer et al. introduced generalized sampling

series for multivariate signals in [15]. The multivariate generalized sampling series are defined

by

(S
ϕ
w f )(t) :=

1

(
√

2π)n ∑
k∈Zn

f
( k

w

)

ϕ(wt − k), t ∈ R
n, w ∈ R

n
+,

such that ϕ : Rn → C is a continuous and bounded kernel function and f is a continuous func-

tion. For some distinct treatment of multivariate generalized sampling series to applications,

the readers can see also [13, 16, 24].
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The pioneer studies of exponential sampling theorem in the theory of Mellin transform

were given in [23] and further considerations were deeply given in [17]. To overcome Mellin

band-limited restrictiveness of f (see [3, 4]), C. Bardaro et al. [8] established a new generaliza-

tion of exponential sampling theorem by replacing linc with an arbitrary function ϕ satisfying

suitable assumptions. In [14, 21], a series representations of Mellin band-limited functions were

established via their exponentially spaced samples, which was considered as Mellin version of

the Shannon sampling theorem. Among the others, we can refer the readers to [5, 6, 8, 12].

Furthermore, C. Bardaro et al. [2] introduced generalized exponential sampling series for

bivariate functions and obtained some convergence results. They also proved Mellin-Taylor

formula for bivariate functions and applied it to the pointwise asymptotic behaviour of the

series. As an application, the magnitude of an earthquake through the behaviour of the seismic

waves was established by bivariate generalized exponential sampling series.

The treatment of the theory in multivariate setting is important also from the point of view

of the applications; indeed in signal theory, in order to deal with image processing, one has

to work with multivariate signals. In this paper, firstly we introduce multidimensional expo-

nential sampling series and study their pointwise, uniform convergence and the rate of con-

vergence by expanded logarithmic modulus of continuity of target function. Secondly, since

exponential sampling theorem for Mellin band-limited functions represents a Mellin version of

the classical Shannon sampling theorem of Fourier analysis [25, 22], we present multidimen-

sional Mellin-Taylor formula with its proof and obtain Voronovskaja type theorem for new

operators by using the formula.

1 Construction of operators

Let us denote by Nn, Nn
0 and Zn the sets of vectors k =(k1, k2, . . . , kn) with ki, i = 1, 2, . . . , n,

positive integers, nonnegative integers and integers, respectively and we set ⌊k⌋ := ∑
n
k=1 ki.

Moreover, by Rn we will denote the n dimensional Euclidean space consisting of all vectors

(x1, x2, . . . , xn) with xi ∈ R for i = 1, 2, . . . , n.

Let x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ R
n, then we say that x > y if and only if

xi > yi for i = 1, 2, . . . , n and we will denote by 1 := (1, 1, . . . , 1), 0 := (0, 0, . . . , 0) and by Rn
+

the space of all vectors x > 0. Given x, y ∈ Rn and α ∈ R the usual operations are given by

x + y := (x1 + y1, x2 + y2, . . . , xn + yn), αx := (αx1, αx2, . . . , αxn).

Further, the product and division of two vectors of R
n defined as

xy := (x1y1, x2y2, . . . , xnyn),
x

y
:=

(x1

y1
,

x2

y2
, . . . ,

xn

yn

)

, yi 6= 0 for all i = 1, 2, . . . , n.

Let αx := (αx1 , αx2 , . . . , αxn) with α > 0, xy := (x
y1
1 , . . . , x

yn
n ) and

log(x) := (log(x1), log(x2), . . . , log(xn)) with x > 0.

The norm of a vector x ∈ Rn is given by ‖x‖ :=
√

x2
1 + x2

2 + . . . + x2
n, and the Euclidean dis-

tance is defined by d(x, y) := ‖x − y‖. For w = (w1, w2, . . . , wn) ∈ Rn
+, by the notion of

w → +∞, we mean that w := min{w1, w2, . . . , wn} → +∞.

Let I be an interval of Rn (bounded or not), we denote by C(I) the space of all continuous

and bounded functions on I. Moreover, for m ∈ N we denote C(m)(I) as the subspace of C(I)

which consists of all functions f with the continuous derivatives up to the order m.



668 Kurşun S., Turgay M., Alagöz O., Acar T.

A function f : I → C is called log-uniformly continuous function on I, if for every

ε > 0 there exists δ(ε) > 0 such that | f (x) − f (y)| < ε whenever ‖ log(x) − log(y)‖ ≤ δ(ε),

x, y ∈ Rn
+. By C(I), we denote the space of all log-uniformly continuous and bounded func-

tions on I. It is obvious that the notion of log-uniform continuity is equivalent to the classical

uniform continuity on compact intervals I ⊂ R
n
+ (see [23, 11]).

Let ϕ : Rn
+ → R be a continuous function satisfying the following assumptions:

(ϕ.1)

∑
k∈Zn

ϕ(e−kx) = ∑
(k1,k2,...,kn)∈Zn

ϕ(e−k1 x1, e−k2x2, . . . , e−knxn) = 1

for every x = (x1, x2, . . . , xn) ∈ Rn
+;

(ϕ.2) there holds

M0(ϕ) := sup
x∈Rn

+

∑
k∈Zn

|ϕ(e−kx)| < +∞;

(ϕ.3)

lim
r→+∞

∑
‖k−log(x)‖>r

|ϕ(e−kx)| = 0

uniformly with respect to x.

Let Φ denotes the class of all kernel functions ϕ satisfying the assumptions (ϕ.1)–(ϕ.3).

Then, multidimensional exponential sampling series can be defined for ϕ ∈ Φ by

(E
ϕ
w f )(x) := ∑

k∈Zn

f
(

e
k
w
)

ϕ(e−kxw) (1)

for any x = (x1, x2, . . . , xn) ∈ Rn
+, w = (w1, w2, . . . , wn) ∈ Rn

+ and f : Rn
+ → C, which can be

equivalently stated as

(E
ϕ
w f )(x) := ∑

(k1,k2,...,kn)∈Zn

f
(

e
k1
w1 , e

k2
w2 , . . . , e

kn
wn

)

ϕ(e−k1 xw1
1 , e−k2 xw2

2 , . . . , e−knxwn
n ).

Remark 1. If f is bounded, that is | f (x)| ≤ N for every x ∈ Rn
+, then the operator (1) is

well-defined.

It is easily proved by the hypothesis and the assumption of (ϕ.2). Indeed,

|(Eϕ
w f )(x)| ≤ ∑

(k1,k2,...,kn)∈Zn

∣

∣

∣
f
(

e
k1
w1 , e

k2
w2 , . . . , e

kn
wn

)∣

∣

∣
|ϕ(e−k1 xw1

1 , e−k2xw2
2 , . . . , e−knxwn

n )|

≤ N ∑
(k1,k2,...,kn)∈Zn

|ϕ(e−k1 xw1
1 , e−k2xw2

2 , . . . , e−knxwn
n )| < +∞.

Remark 2. Considering the definition of the operators (1), we immediately have that

(E
ϕ
w1̃)(x) = 1,

where 1̃(x) := 1 for every x ∈ Rn
+.

Here, we note that a Kantorovich form of the operators (1) has been recently introduced

and studied in [1].
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2 Pointwise and uniform convergence of
(

E
ϕ
w

)

In this section, we present two main theorems about pointwise and uniform convergence

for the family of multivariate exponential sampling operators (E
ϕ
w), w > 0.

Theorem 1. Let f be a bounded function. Then

lim
w→+∞

(E
ϕ
w f )(x) = f (x)

holds at each continuity point x ∈ Rn
+ of f .

Proof. Let ε > 0 be fixed. Since f ∈ C(Rn
+), by the continuity of f at x there exists δ = δ(ε)

such that
∣

∣ f
(

e
k
w
)

− f (x)
∣

∣ < ε whenever
∥

∥ log
(

e
k
w
)

− log(x)
∥

∥ =
∥

∥

∥

k
w − log(x)

∥

∥

∥
≤ δ. By (ϕ.1),

we can write

|(Eϕ
w f )(x) − f (x)| ≤ ∑

k∈Zn

∣

∣ f
(

e
k
w
)

− f (x)
∣

∣|ϕ(e−kxw)|

=

{

∑
‖ k

w−log(x)‖≤δ

+ ∑
‖ k

w−log(x)‖>δ

}

∣

∣ f
(

e
k
w
)

− f (x)
∣

∣|ϕ(e−k xw)| =: I1 + I2.

By using the assumption of (ϕ.2), we have I1 < M0(ϕ)ε. Now let us estimate I2. By taking into

account that
∥

∥

∥

k

w
− log(x)

∥

∥

∥
≤ ‖k − w log(x)‖

w

and the assumption (ϕ.3), for sufficiently large w > 0 we have

I2 ≤ 2‖ f‖∞ ∑
‖ k

w−log(x)‖>δ

|ϕ(e−kxw)| ≤ 2‖ f‖∞ ∑
‖k−w log(x)‖>wδ

|ϕ(e−kxw)| < 2‖ f‖∞ε

and this completes the proof.

Now, we give a uniform convergence result by the following theorem in case of f belongs

to log-uniformly continuous and bounded functions space.

Theorem 2. Let f ∈ C(Rn
+) and ϕ ∈ Φ, then

lim
w→+∞

‖(Eϕ
w f )− f‖∞ = 0.

Proof. We omit the proof details because it is similar to the proof of Theorem 1.

3 Rate of convergence of (E
ϕ
w)

This section is devoted to determine a rate of convergence of the family (E
ϕ
w). Firstly, we

recall and define required tools. The logarithmic modulus of continuity of f ∈ C(R+) is

defined in [10]. Here, we generalize the definition of logarithmic modulus of continuity for the

functions f ∈ C(Rn
+). For δ > 0 we define

ω( f , δ) := sup{| f (x) − f (y)| : x, y ∈ R
n
+, ‖ log(x)− log(y)‖ ≤ δ}.

We give some properties of logarithmic modulus of the continuity for multivariate func-

tions by the following lemma. The proof of the lemma can be easily obtained by using the

similar concept for single valued functions (see [8]).
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Lemma 1. For a function f ∈ C(Rn
+), logarithmic modulus of continuity has the following

properties:

(i) for each δ > 0, ω( f , δ) is finite;

(ii) if δ1 ≤ δ2, then ω( f , δ1) ≤ ω( f , δ2);

(iii) for δ1 > 0 and δ2 > 0, ω( f , δ1 + δ2) ≤ ω( f , δ1) + ω( f , δ2) holds;

(iv) for every m ∈ N, ω( f , mδ) ≤ mω( f , δ) holds;

(v) for every λ > 0, ω( f , λδ) ≤ (1 + λ)ω( f , δ);

(vi) for any t, x ∈ Rn
+, | f (t) − f (x)| ≤ ω( f , || log(t)− log(x)||);

(vii) for any x, y ∈ Rn
+, | f (x) − f (y)| ≤ (1 + ‖ log(x)− log(y)‖/δ)ω( f , δ);

(viii) lim
δ→0

ω( f , δ) = 0.

Theorem 3. If ϕ is a kernel function satisfying

M1(ϕ) := sup
x∈Rn

+

∑
k∈Zn

|ϕ(e−kx)|‖k − log(x)‖ < +∞ (2)

and if f ∈ C(Rn
+), then

|(Eϕ
w f )(x) − f (x)| ≤ ω

(

f ,
1

w

)

(M0(ϕ) + M1(ϕ))

holds for every w > 0.

Proof. By the definition of the family of operators (1), the fact w ≤ ‖w‖ and hypothesis (2), we

have that

|(Eϕ
w f )(x) − f (x)| ≤ ∑

k∈Zn

∣

∣

∣
f
(

e
k
w

)

− f (x)
∣

∣

∣
|ϕ(e−k xw)| ≤ ∑

k∈Zn

ω
(

f ,
∥

∥

∥

k

w
− log(x)

∥

∥

∥

)

|ϕ(e−k xw)|

≤ ω
(

f ,
1

w

)

∑
k∈Zn

(

1 + w
‖k − w log(x)‖

‖w‖
)

|ϕ(e−k xw)|

≤ ω
(

f ,
1

w

)

(M0(ϕ) + M1(ϕ)).

4 Multidimensional Mellin-Taylor formula and Voronovskaja type theo-

rem

In this section, we will use the following notations.

For a given x ∈ R
n
+ and h = (h1, . . . , hn) ∈ N

n
0 we denote 〈x〉 := ∏

n
i=1 xi and

h! = h1! . . . hn!.

Let f : Rn
+ → C. The first order of Mellin derivative of f with respect to the variable

xi, i = 1, . . . , n at the point x = (x1, . . . , xn) is given by

Θxi
f (x) := xi

∂ f (x)

∂xi
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(see [2]). For a given k = (k1, . . . , kn) ∈ Nn
0 , we define the partial Mellin derivatives of order

r = k1 + . . . + kn at the point x as

Θr

x
k1
1 ...xkn

n

f (x) := Θ
k1
x1
(Θk2

x2
· · · (Θkn

xn
f ))(x)

and we will put Θ1
xi

f (x) := Θxi
f (x), Θ0

xi
f (x) := f (x).

In order to construct multidimensional Mellin-Taylor formula, which introduced in [9] for

an one-dimensional space, we give the following notation. For a given x = (x1, . . . , xn) and

t = (t1, . . . , tn) we set

(Θx1 log(t1) + . . . + Θxn log(tn))
m f (x)

:= ∑
⌊h⌋=m

m!

h!
Θ

h1
x1
(. . . (Θhn

xn
f ))(x) logh1(t1) . . . loghn(tn)

(3)

with m ∈ N and f ∈ C(m)(Rn
+) locally at x = (x1, . . . , xn).

Proposition 1. Let m ∈ N and f : Rn
+ → C be a function in C(m)(Rn

+). Then for

x = (x1, . . . , xn) ∈ Rn
+ and t = (t1, . . . , tn) ∈ Rn

+, we have

f (tx) = f (x) +
m−1

∑
r=1

1

r!
(Θx1 log(t1) + . . . + Θxn log(tn))

r f (x) + Rm(t)

with Lagrange remainder

Rm(t) =
1

m!
(Θx1 log(t1) + . . . + Θxn log(tn))

m f (ξ1, . . . , ξn),

where (ξ1, . . . , ξn) is a suitable point in the segment Lt1...tn with the endpoints (x1, . . . , xn),

(t1x1, . . . , tnxn).

Proof. Without loss of generality we prove the proposition for m = 2. Let us consider the

function F(z) = f
(

t
log(z)
1 x1, t

log(z)
2 x2, . . . , t

log(z)
n xn

)

with z ∈ [1, e]. By applying one dimensional

Mellin-Taylor formula with Lagrange remainder, we get

F(z) = F(1) + ΘF(1) log(z) +
Θ2F(z̃)

2
log2(z)

with z̃ ∈ (1, e). By using Mellin derivative, we obtain

ΘF(z) =
∂ f

∂x1
(t

log(z)
1 x1, . . . , t

log(z)
n xn)x1t

log(z)
1 log(t1)

+ . . . +
∂ f

∂xn
(t

log(z)
1 x1, . . . , t

log(z)
n xn)xnt

log(z)
n log(tn).

For z = 1, we get

ΘF(1) = Θx1 f (x) log(t1) + . . . + Θxn f (x) log(tn),

Θ2F(z) =
n

∑
i=1

∂2 f

∂x2
i

(t
log(z)
1 x1, . . . , t

log(z)
n xn)x2

i t
2 log(z)
i log2(ti)

+
n

∑
i,j=1,i 6=j

∂2 f

∂xi∂xj
(t

log(z)
1 x1, . . . , t

log(z)
n xn)xixj(titj)

log(z) log(ti) log(tj),

Θ2F(z̃)

2
=

1

2

n

∑
i=1

(
∂2 f

∂x2
i

(ξ1, ξ2, . . . , ξn)ξ
2
i +

∂ f

∂xi
(ξ1, ξ2, . . . , ξn)ξi) log2(ti)

+
1

2

n

∑
i,j=1,i 6=j

∂2 f

∂xi∂xj
(ξ1, ξ2, . . . , ξn)ξiξ j log(ti) log(tj)
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with (ξ1, ξ2, . . . , ξn) = (t
log(z̃)
1 x1, . . . , t

log(z̃)
n xn) ∈ Lt1,...,tn .

Now, by using the definition of the partial Mellin derivative, we have

∂2 f

∂x2
i

(ξ1, ξ2, . . . , ξn)ξ
2
i = [Θ2

xi
f (ξ1 , ξ2, . . . , ξn)− Θxi

f (ξ1, ξ2, . . . , ξn)].

Hence, we obtain

Θ2F(z̃)

2
=

1

2
(Θx1 log(t1) + . . . + Θxn log(tn))

2 f (ξ1, ξ2, . . . , ξn)

which completes the proof.

By Proposition 1, we can derive the Mellin-Taylor formula with the Peano remainder as

follows.

Proposition 2. Let the assumptions of Proposition 1 are satisfied. Then,

lim
t→1

(Θx1 log(t1) + . . . + Θxn log(tn))m f (ξ)− (Θx1 log(t1) + . . . + Θxn log(tn))m f (x)

(log2(t1) + . . . + log2(tn))m/2
= 0,

where ξ = (ξ1, . . . , ξn).

Proof. We prove for m = 2, with a similar method in the previous proof (it can be applied for

general case). Let

I := |(Θx1 log(t1) + . . . + Θxn log(tn))
2 f (ξ)− (Θx1 log(t1) + . . . + Θxn log(tn))

2 f (x)|,

then we have

I

log2(t1) + . . . + log2(tn)
≤

n

∑
i=1

|Θ2
xi

f (ξ)− Θ2
xi

f (x)| +
n−1

∑
i=1,i 6=j

|Θxi
(Θxj

f )(ξ)− Θxi
(Θxj

f )(x)|.

Considering ξ ∈ Lt1,t2,...,tn the assertion follows from the assumption f ∈ C(2)(Rn
+).

Now by Proposition 2, it is obvious to write the local form of the Mellin-Taylor formula as

f (tx) = f (x) +
m

∑
r=1

1

r!
(Θx1 log(t1) + . . . + Θxn log(tn))

r f (x) + Rm(t)

with the Peano remainder

Rm (t) = Rm (t1, . . . , tn) = H (t1, . . . , tn)
(

log2(t1) + . . . + log2(tn)
)m/2

,

where H(t1, . . . , tn) is a bounded function such that

lim
(t1,...,tn)→(1,...,1)

H(t1, . . . , tn) = 0.

Remark 3. Note that setting t = (t1, . . . , tn), x = (x1, . . . , xn), it is easy to see that

Rm(t) = H(t)‖ log(tx)− log(x)‖m.
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Let h = (h1, . . . , hn) ∈ Nn
0 and v = ⌊h⌋ = h1 + . . .+ hn. For x ∈ Rn

+, we define the moments

of order h of ϕ ∈ Φ as

mv
h(ϕ, x) : = ∑

k∈Zn

ϕ(e−kx) logh(ekx−1) = ∑
k∈Zn

ϕ(e−kx)〈(k − log(x))h〉

= ∑
(k1,k2,...,kn)∈Zn

ϕ(e−k1 x1, . . . , e−knxn)(k1 − log(x1))
h1 . . . (kn − log(xn))

hn .

The absolute moments of order α > 0 of ϕ ∈ Φ is defined as

Mα(ϕ, x) := ∑
k∈Zn

|ϕ(e−kx)|‖k − log(x)‖α .

Finally, we set Mα(ϕ) := supx∈Rn
+

Mα(ϕ, x).

Now, we obtain estimations of the order of approximation under some local regularity

assumptions on the function f . In order to do that, we need the following assumptions on the

kernel function, i.e. there exists l ∈ N such that h ∈ Nn
0 , ⌊h⌋ ≤ l

(ϕ.4) m
⌊h⌋
h (ϕ, x) := m

⌊h⌋
h (ϕ) is independent of x;

(ϕ.5) Ml(ϕ) < +∞ and

lim
r→+∞

∑
‖k−log(x)‖>r

|ϕ(e−kx)|‖k − log(x)‖l = 0

uniformly with respect to x.

We denote by Φl the set of functions ϕ satisfying assumptions (ϕ.1), (ϕ.4), (ϕ.5).

Then for l = m, we have the following Voronovskaja type result.

Theorem 4. Let f : Rn
+ → R be a function such that f ∈ C(m)(Rn

+) locally at the point x =

(x1, . . . , xn) ∈ Rn
+ and ϕ ∈ Φm. Then

(E
ϕ
w f )(x) − f (x) =

m

∑
r=1

∑
⌊h⌋=r

1

h!
Θr

x
h1
1 x

h2
2 ...xhn

n

f (x)

[ n

∏
i=1

w−hi
i

]

mr
h(ϕ) + o

( 1

wm

)

as w → +∞.

Proof. Since f ∈ C(m)(Rn
+), by using Mellin-Taylor formula, we can write

(E
ϕ
w f )(x) = ∑

k∈Zn

ϕ(e−kxw)
(

f (x) +
m

∑
r=1

1

r!

[

Θx1 log
( ek1/w1

x1

)

+ . . . + Θxn log
( ekn/wn

xn

)]r
f (x)

+ H
( ek1/w1

x1
, . . . ,

ekn/wn

xn

)

‖ log(ek/w)− log(x)‖m
)

.

Now, by assumption (ϕ.1) and using (3) we have

(E
ϕ
w f )(x) − f (x) =

m

∑
r=1

1

r! ∑
⌊h⌋=r

r!

h!
Θ

h1
x1
(. . . (Θhn

xn
f ))(x)

× ∑
k∈Zn

( k1

w1
− log(x1)

)h1
. . .

( kn

wn
− log(xn)

)hn

ϕ(e−kxw)

+ ∑
k∈Zn

{

H
(ek1/w1

x1
, . . . ,

ekn/wn

xn

)∥

∥

∥

k

w
− log(x)

∥

∥

∥

m}

ϕ(e−kxw) := I1 + I2.
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Hence, I1 can be written in the form

I1 =
m

∑
r=1

∑
⌊h⌋=r

1

h!
Θ

h1
x1
(. . . (Θhn

xn
f ))(x)

[ n

∏
i=1

w−hi
i

]

mr
h(ϕ).

Now, let us estimate I2. For a given ε > 0, there exists δ > 0 such that

∣

∣

∣
H
( ek1/w1

x1
, . . . ,

ekn/wn

xn

)
∣

∣

∣
< ε,

whenever ‖ log(ek/w)− log(x)‖ =
∥

∥

∥

k
w − log(x)

∥

∥

∥
≤ δ. Taking into account that

∥

∥

∥

k

w
− log(x)

∥

∥

∥
≤ ‖k− log(xw)‖

w
,

we obtain

|I2| ≤
{

∑
‖ k

w−log(x)‖≤δ

+ ∑
‖k− log(xw)‖>wδ

}

ϕ(e−kxw)
∣

∣

∣
H
(ek1/w1

x1
, . . . ,

ekn/wn

xn

)
∣

∣

∣

‖k− log(xw)‖m

wm

:= I2,1 + I2,2.

By using the definition of Mm(ϕ), we easily conclude that wm I2,1 < εMm(ϕ). Finally, by

(ϕ.5) and by the boundedness of H, we get wm I2,2 ≤ ‖H‖∞ε and this completes the proof as

well.
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У цiй роботi узагальнено сiм’ю експоненцiальних вибiркових рядiв для функцiй n змiнних

та дослiджено їх точкову i рiвномiрну збiжнiсть, а також швидкiсть збiжностi для функцiй,

що належать до простору log-рiвномiрно неперервних функцiй. Крiм того, сформульовано та

доведено узагальнене розвинення Меллiна-Тейлора багатовимiрних функцiй i за допомогою

теореми типу Вороновської встановлено точкову асимптотичну поведiнку ряду.

Ключовi слова i фрази: багатовимiрний експоненцiальний вибiрковий ряд, швидкiсть збi-

жностi, багатовимiрна формула Меллiна-Тейлора, теорема типу Вороновської.


